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Abstract
The whiplash or bullwhip effect bullwhip is simply the variability of the demand information between stages of the supply chain and the increase of this variability as the information moves upstream through the chain. The selection of the appropriate forecasting model that best fits the demand pattern is not an easy decision but is among the corner stones of smoothing this undesirable variability. This paper analyze the effects of fuzzy linear regression, fuzzy time series and neuro-fuzzy forecasting models on supply chain performance quantifying the demand variability through the stages in a simple supply chain Matlab simulation.

Özetçe
Kırbaç etkisi basit olarak, tedarik zinciri safhaları arasında talep bilgisindeki değişkenlik ve zincirde bilgi üst seviyelere ilerledikçe bu değişkenlikteki artıştır. Talep yapısına en uygun tahmin yönteminin seçimi kolay olmayan bir karar olmasına rağmen, bu istenmeyen değişkenliğin yumuşatılmasında önemli yapı taşlarından bir tanesidir. Bu çalışmada, bulanık lineer regresyon, bulanık zaman serileri ve sinirsel-bulanık tahmin modellerinin tedarik zinciri performansını üzerindeki etkilerini Matlab tabanlı sade bir tedarik zinciri benzetimi yardımı ile talep değişkenliğini sayısalılaştırarak analiz etmektedir.
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1. Introduction

In today’s competitive business environment the competition power of companies and even countries (in public or military applications) in the international business area are mainly based on customer relations; understanding the needs of customer and ability of immediate response to those needs. These activities include many sophisticated related functions either directly or indirectly based on the customer demand or more specifically, what customer wants; such as a new product development, production, marketing, distribution, finance, management and etc. These complex structures with all related functions have to be managed perfectly pointing us to well-known terms supply chain (Sc) and Sc management (ScM). Sc models are dynamic systems including many sophisticated activities such as constant on time information, scheduling, production, distribution, services and decision making processes which are all required for satisfying the customer demand. A simple definition for these complex systems can be express as “the network of organizations that are involved, through upstream and downstream linkages, in the different process and activities that produce value in the form of products and services in the hand of ultimate customer” [1]. Although the information flow in Sc systems consists of cumulative data about costs parameters, production activities, inventory systems and levels, logistic activities and many other related processes; bethinking of the definition exposes that the performance of a successful Sc system concerns mostly with accurate and appropriate demand information as this vital data influences all decision making processes of Sc [2].

A well-known phenomenon of Sc systems is the variability of the demand information between the stages of the supply chain (i.e. the whiplash or bullwhip effect (WE)). This variability increases as the demand data moves upstream from the customer to the other stages of the SC system engendering undesirable excess inventory levels, defective labor force, cost increases, overload errors in production activities and etc. Just like many other Sc related research topics, WE also have a long research history. From 1952 till 2008 many studies have been done about WE. However, very few
of them interested in fuzzy system approaches to WE. The first academic research on WE grounds on Forrester [3, 4]. In his pioneer empirical work, using a simple four echelon supply chain simulation (retailer, wholesaler, distributor and factory) he discovered the existence of the ‘demand amplification’ which later denominated by P&G as WE. He argued about the possible causes and suggested same ideas to control the WE. He emphasized on the decision making process in each phase of SC and betrayed that this process could be the main reason the demand amplification through the chain from the retailer to the factory level [2]. He also denoted that, time lags for clerical work, purchasing and transportation, lead times and specific factory capability could be other likely reasons of WE. Like Forrester, Sterman [5, 6] also focused on the existence and causes of WE. He used an experimental Sc simulation that simulate the beer distribution in a simple Sc consists of four echelons; retailer, wholesaler, distributor, factory which is then became a well-known Sc simulation model; "Beer Distribution Game", widely used for teaching the behavior, concept and structure of Sc. The model was so simple but despite to its simplicity, it successfully showed the impact of the decision process in echelon on the demand variability. Main objective is to govern each echelon achieving the desired inventory and pipeline levels minimizing the total cost including inventory and shortage costs. Fig.1 illustrates the general system structure of a beer game [7].

![Figure 1. The System Structure of Beer Game.](image-url)
Sterman apprised that inaccurate judgments made by the participants and the adoption of these judgments to the Sc system are the main reason of this phenomenon. Larsen et al. [8]; using a Sterman based beer game model, showed that the structure of a production-distribution chain produce broad variety of dynamic behaviors. In the study different types of behaviors are summarized with Lypunov exponents. There were two important assumptions in the model; i) the parameters of the decision rule is constant, (i.e, remain the same through the entire solution), ii) decisions in each stage constituted under the information available in each stage. Larsen et al. after showing the effect of inventory control policies on dynamics and costs concluded that "a sophisticated management information system" and reducing time lags are important keys for reduction in demand amplification and costs. Also they claimed that "interlocking" common parameters in ordering policies might cause high cost and intricacy dynamics. Lee et al. [9, 10, 11, 12] declared causes of WE as: price fluctuations, rationing game, order batching, lead times and demand forecast updating. Baganha et al. [13], Graves [14], Drezner et.al [15], Chen et al.[16] and Li et al. [17] also studied WE from the perspective of information sharing and demand forecasting / updating. Based on the idea of treating systems (including ordering activities) as a filter from control theory, Dejonckheere et al. [18, 19, 20], Disney et al. [21, 22, 23, 24] and Geary et al. [25] used control theory approach to investigate this phenomenon and obtained remarkable results for WE reduction.

An important managerial object to cope with WE is appropriate demand prediction. But through system uncertainties, variable and deficient demand information, determining the proper forecasting model for the system snarl [2]. Although not much attention is paid on their usage in Sc systems; when sample data that will used for prediction is relatively few and the analyzed system is raging under uncertainties similar to chaotic nature of Sc, the fuzzy forecasting models such as fuzzy time series (FT) [26, 27, 28, 29, 30, 31], fuzzy linear regression (FL) [32, 33, 34] and neuro-fuzzy (NF) forecasting models [35, 36, 37, ] performed successfulliy. This paper focuses on the effects of selected fuzzy and neuro-fuzzy forecasting models on demand variability in Sc systems quantifying WE using proposed near beer
game multi echelon Sc Matlab simulation extended with cost, time, different demand patterns and fuzzy parameters.

The following sections of the paper are organized as follow. In section 2, FT, FR, FGG and NF forecasting models are introduced. In section 3, BWE is quantified in terms of demand variances. In section 4, the Sc simulation model is introduced. Finally in sections 5 and 6 the effects of selected forecasting models on demand variability is examined and findings and conclusions are presented.

2. Fuzzy and Neuro-Fuzzy Forecasting Models

2.1 FR Forecasting Model

Linear regression; which shows the relation between response or dependent variable \( y \) and independent or explanatory variable \( x \), can be formulate considering the relation of \( y \) to \( x \) as a linear function of parameters with \( Y = f(x) = \theta X \) where \( \theta \) is the vector of coefficients and \( X \) is the matrix of independent variable \([38]\). The application of linear regression model is suitable for the systems in which the data sets observed are distributed according to a statistical model (i.e. unobserved error term is mutually independent and identically distributed). But generally, fitting the demand pattern of a real Sc to a specific statistical distribution is not possible. The FR model introduced by Tanaka et al. \([32, 33]\) in which “deviations reflect the vagueness of the system structure expressed by the fuzzy parameters of the regression model” (i.e. possibilistic) is suitable for the declared demand patterns and basically can be formulate as:

\[
\tilde{Y} = (c_0, s_0) + (c_1, s_1)x_1 + (c_2, s_2)x_2 + ... + (c_n, s_n)x_n
\]  

(1)

where \( c_k \) is the central value and \( s_k \) is the spread value, of the kth fuzzy coefficient; \( \tilde{A}_k = (c_k, s_k) \), usually presented as a triangular fuzzy number (TFN). And this representation is fact that relaxes the crisp linear regression
model. The degree of belonging of observations $y_i$ to $\overline{Y}_i$; that characterized by $h$ as:

$$\mu_{\overline{Y}_i}(y_i) \geq h, \quad i = 1, 2, 3, ..., m$$

(2)

As $s_k$ shows the fuzziness of $A_k$, to get minimum fuzziness in FR, the total spread of the fuzzy output parameter $\overline{Y}_k$ must be minimized. Usage of fuzzy triangular membership function for the coefficients in the model enables the usage of linear programming (LP) for solutions. So, the minimum fuzziness for $\overline{Y}_k$ can be maintained with a LP model as follow [2, 33, 38, 39];

$$Z = \text{Min}\left\{ m s_0 - (1 - h) \sum_{k=1}^{m} \sum_{i=1}^{n} s_i x_{ki} \right\}$$

St

$$\sum_{k=1}^{n} c_k x_{ki} - (1 - h) \sum_{k=1}^{n} s_k x_{ki} \leq y_i$$

$$\sum_{k=1}^{n} c_k x_{ki} - (1 - h) \sum_{k=1}^{n} s_k x_{ki} \geq y_i$$

where $x_{0i} = 1, \ 0 \leq h \leq 1; \ \forall k = 1, 2, 3, ..., n \ \forall i = 1, 2, 3, ..., n$.

2.2 FT Forecasting Model

For systems in which the historical demand data that will use to calculate the desirable forecast value are linguistic values and (or) are in small amounts (just like the situation in many Sc) FT model best fit the aspect [29, 30, 31]. Song et al. [26, 27, 28]; fuzzifying the enrollments of the University of Alabama, used fuzzy time series in forecasting problems and proposed a first-order time-variant fuzzy time series with first-order time-invariant fuzzy time series for the solution of the forecasting problems. Later Song et al. [28] introduced a new FT model and betrayed that best results are held by applying neural network for defuzzifying data. Wang
[29], Li et al.[30] and Hwang et al. [40] also successfully used FT forecasting model. Hwang’s FT models simply can be summarized as follow:

I. First, the variation between two continuous historical data is to be calculated and minimum / maximum increases (i.e. $D_{\text{min}} / D_{\text{max}}$) are to be determined,

II. Next step is to define the universe discourse; $U_d$, with following equation using $D_{\text{min}}$ and $D_{\text{max}}$,

$$U_d = [D_{\text{min}} - D_1, D_{\text{max}} + D_2]$$  \hspace{1cm} (3)

where $D_1$ and $D_2$ are positive values that fits for separating $U_d$ into equal lengths. Then fuzzy sets on $U_d$ are to be defined (i.e. defining fuzzy time series ($F(t)$)) and variation data is to be fuzzified. Defining $F(t)$ as:

$$F(t) = \frac{p_{Z_1}}{u_1} + \frac{p_{Z_2}}{u_2} + \ldots + \frac{p_{Z_2}}{u_m}$$  \hspace{1cm} (4)

where the memberships $p_{Z_i}$ are $0 \leq p_{Z_i} \leq 1$. The fuzzy sets $A$ of $U$ then can be represented as;

$$A = \left\{ \frac{p_{Z_1}}{u_1} + \frac{p_{Z_2}}{u_2} + \ldots + \frac{p_{Z_2}}{u_m} \right\}$$  \hspace{1cm} (5)

Fuzzifications of variations are determined according to $u_i$ that they fit.

III. And the final step includes composing the relation matrix; $R(t)$, which is governed by operation and criterion matrixes (i.e. $O^w(t), Z(t)$) and defuzzifying the calculated variation [28, 31] which will be used for estimating the forthcoming value using the relation of the chance value gathered from relation matrix. In this step the windows basis; $w$, have to be determined which shows the number of periods of variations that will be used for forecasting. For period $t$, $O^w(t), Z(t)$ and $R(t)$ is defined as follow [40]:

$$Z(t) = F(t-1) = [Z_1, Z_2, Z_3, \ldots, Z_n]$$  \hspace{1cm} (6)
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\[ O^w(t) = \begin{bmatrix} O(t - 2) \\ O(t - 3) \\ \vdots \\ O(t - w - 1) \end{bmatrix} = \begin{bmatrix} O_{11} & O_{12} & \ldots & O_{1m} \\ O_{21} & O_{22} & \ldots & O_{2m} \\ \vdots & \vdots & \ddots & \vdots \\ O_{w1} & O_{w2} & \ldots & O_{wm} \end{bmatrix} \]  

(7)

\[ R(t) = \begin{bmatrix} O_{11}xZ1 & O_{12}xZ_{i1} & \ldots & O_{1n}xZ_{in} \\ O_{11}xZ1 & O_{12}xZ_{i1} & \ldots & O_{1n}xZ_{in} \\ \vdots & \vdots & \ddots & \vdots \\ O_{11}xZ1 & O_{12}xZ_{i1} & \ldots & O_{1n}xZ_{in} \end{bmatrix} \]  

(8)

where \( 1 \leq j \leq m \) and \( R_{ij} = O_{ij} \times Z_j \), \( 1 \leq i \leq w \). Then the estimated variation will be determined with the following equality:

\[ F(t) = [r_1, r_2, \ldots, r_m] \]  

(9)

where \( r_j = \text{Max}(R_{ij}) \); \( i = 1, 2, \ldots, w \) and \( j = 1, 2, \ldots, m \). The forecast value for the period \( t \) is calculated by defuzzification of \( F(t) \) and adding this value to the actual data of the period \( t - 1 \) and this operation concludes the FT forecasting method.

2.3 NF Forecasting Model

Because of artificial neural networks’ ability of learning and easily identifying patterns and fuzzy inference systems’ (FIS) ability of incorporating human knowledge and performing inference, the combination
of these two systems; i.e. NF; became one of the most popular soft computing forecasting approaches. An artificial neural network (ANN) can simply be defined as “a parallel, distributed information processing structure consisting of processing elements (which can possess a local memory and can carry out localized information processing operations) interconnected via unidirectional signal channels called connections.”[41]. The name is given to this mathematical information processing system because of its similar functioning structure to biological neural system in brain. Basically neurons in biological neural systems correspond to nodes and synapses correspond to weighted links in ANN. [42]. Researches on ANN can be based on the study of McCulloch and Pitts [43] about computation of arithmetic or logical function with networks of artificial neurons and configuration of any arbitrary logical function by a neural network of interconnected digital. Another milestone study for ANN is introduced by Rosenblatt [44] in which, a learning algorithm and pattern recognition in a perceptron network is demonstrated. With the pioneer works of Parker [45], and Rumelhart et al.[46] about backpropagation (i.e., a method of training a multilayer neural network ), usage of ANN became prevalent nearly every field of science including forecasting. As FIS (which base on the fuzzy sets, fuzzy if-then rules and fuzzy reasoning) infer information from defined rules, the combination of ANN and fuzzy logic (i.e., NF) became a powerful and extremely successful methodology together with adaptive network based fuzzy inference system (ANFIS, see [47]) in many fields of science including decision making, control theory, system engineering, operations research, forecasting and etc. Past studies showed that NF and adaptive network based fuzzy inference system (ANFIS) forecasting models perform successfully in dynamic systems with highly uncertainties in and uncontrollable parameters (i.e., human behavior) like Sc. Fig.2 illustrates a general five layer neuro-fuzzy architecture [42].
3. Quantification of WE

This study quantifies the demand variability (i.e. WE) in various stages of the proposed Sc simulation defining WE as the ratio of demand variances of two consequent stages with Chen et al.’s model [38]. The performance will be measured via WE as the smaller the WE the better the Sc performance will be. Chen et al.; assuming the customer demand in period $t$ to the retailer ($D_t$) as random variables; defined $D_t$ with the following equation.

$$D_t = \mu + D_{t-1}\rho + \epsilon_t$$  \hspace{1cm} (10)

where $\mu$ and $\rho$ denotes a non negativity constant and correlation parameters ($|\rho| < 1$) respectively (as $\rho$ indicates the relationship between demands $\rho = 0$ betrays the independent identically distributed (i.d.d.) demand). The variance of $D_t$ is emerged as

$$\text{Var}(D_t) = \frac{\delta^2}{1 - \rho^2}$$  \hspace{1cm} (11)
and assuming the inventory system in the retailer is order-up-to policy with fixed lead time \( WE \) is quantified as \( \text{Var}(q) \) relative to \( \text{Var}(D) \) (see [2, 38]).

4. The Simulation Model

In this study a near beer distribution game model is used; which is extended from the Paik’s [48] model with predetermined cost items (holding, setup / production), inventory restrictions, production restrictions and delay functions. The beer game model; which is an effective tool for investigating the behaviors and factors effecting Sc performance as it successfully can reflect the attitude of the real life models, was introduced by Sterman [6]. The model proposed here, is simply a two staged Sc system consists of a retailer and a factory. Due to its common use and successful primed fuzzy functions; MatLab is the adjudicated simulation tool. Demand information in each period can be either crisp or fuzzy depending on the forecasting model that will be analyzed; similar to our previous model [2]. The model evaluates the Sc performance by computing the ratio of demand variances of consequent stages; i.e. \( \frac{\text{Var}D_s}{\text{Var}D_{s+i}} \) where \( D_s \) denotes the demand from stage \( S \) to upstream stage \( S_{i+1} \) and (i.e., \( i = c, r, f \) where c, r, f represent customer, retailer, factory respectively). The cost, delay and factory production capacity parameters are variable and their values depend on the analyzer. The generic decision rule in each time period \( t \) can be summarized with the following equation [2, 6].

\[
\text{Upstream Order Quantity} = [\text{Forecast Value} + \text{Correction of Inventory} + \text{Correction for Supply Line}]
\]

Simple exponential smoothing (EXS) model is used as a crisp forecasting technique for comparison. The customer order received from retailer in period \( t \) is taken as a base for forecasting the forthcoming demand, and each time the order received, forecasting function update its structure according to the new demand information. After estimating the forthcoming demand; simulation model, using the decision rule in (12) and other parameters (i.e. cost, lead time, availability, demand pattern etc.), makes an
ordering decision to upper echelon of Sc. And the ratio of variability between the customer orders, retailer orders and manufacturing decision of factory shows the performance of Sc system based on the selected forecasting model.

5. The Experiment

The following figures in the next page illustrate randomly generated $D_c$ (the same for all simulation runs), and calculated $D_r$ and $D_f$ values derived from the simulations using selected forecasting methods for a time horizon of 30 periods. And to reflect the response of Sc performance to the selected forecasting model, the calculated standard deviation values are given Table-1 (variance values can also obtain using Table-1). In the simulations, the production capacity of factory is taken as 100 units per period and on hand inventory in each echelon at time zero is set to again 80 units. Smoothing constant for crisp model is taken as 0.9, adjustment parameters $\alpha$ and $\beta$ are both 0.5 and safety stock rate is two periods, total delay for each echelon is 4 periods [see 5, 6 and 48]. For NF forecasting the values, parameters and optimization method for training for ANFIS are: the error tolerance is zero, the number of epoch is 50, and training FIS optimization method is hybrid and the membership functions for FIS are triangular. The set of $D_c$ values for 30 periods; $D_{set}$, are given below.

$D_{set} = \{66 \ 62 \ 76 \ 56 \ 36 \ 47 \ 50 \ 59 \ 52 \ 38 \ 36 \ 28 \ 49 \ 57 \ 43 \ 40 \ 49 \ 46 \ 30 \ 75 \ 58 \ 75 \ 40 \ 27 \ 66 \ 50 \ 34 \ 48 \ 60 \ 71\}.$

6. Research Findings and Conclusion

In this study the effects of selected fuzzy forecasting models; FR, FT and NF, on Sc performance are analyzed using computed demand variability as a ratio of variances of consequent stages (i.e.WE). For comparing the obtained results of the simulation using fuzzy forecasting, EXS forecasting model is chosen as a base crisp forecasting model. A simple numerical example is made using random generated demand data. The results exposed
that the fuzzy forecasting models used in the study quickly captured the demand pattern and considerably increased the performance of proposed Sc system decreasing demand variability and through the chain. In our working paper a different FIS and NF model is adapted to a four echelon Sc simulation model and cost/inventory parameters also examined. But as the finding are beyond the scope of this paper, they are not mentioned here. Further researches can be made using fuzzy costs, fuzzy inventory systems and fuzzy lead times as to more adapt the model to complex real-world Sc systems.

---

Figure 3. Demand response to EXS forecasting model

Figure 4. Demand response to NF forecasting model

Figure 4. Demand response to FR forecasting model

Figure 4. Demand response to FT forecasting model
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<table>
<thead>
<tr>
<th>Forecasting Model</th>
<th>S.Deviations</th>
<th>EXS</th>
<th>NF</th>
<th>FR</th>
<th>FT</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Sd_r$</td>
<td>52.46</td>
<td>6.36</td>
<td>35.22</td>
<td>43.38</td>
<td></td>
</tr>
<tr>
<td>$Sd_f$</td>
<td>46.74</td>
<td>8.589</td>
<td>26.34</td>
<td>34.74</td>
<td></td>
</tr>
</tbody>
</table>
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