Logarithmic singular integro-differential equations

**ABSTRACT**

The main purpose of this article is to present an approximation method for logarithmic singular (Symm's integral equation [1] integro-differential equations in the most general form under the mixed conditions in terms of the first kind Chebyshev polynomials. This method is based on the first-kind Chebyshev polynomials. The solution is obtained in terms of the first-kind Chebyshev polynomials. This scheme is based on taking the truncated the first-kind Chebyshev expansion of the function in the Logarithmic singular integro-differential equations. Hence, the result matrix equation can be solved and the unknown the first-kind Chebyshev polynomial coefficients can be found approximately. The error analysis and convergence for the proposed method is also introduced.
1. Introduction

Many problems of mathematical physics, engineering and contact problems in the theory of elasticity lead to singular integro differential equations. Logarithmic singular integro differential equations are found in many applications such as elasticity and potential theory[1-2], asacoustic scattering [3] and fluid mechanics.[4-7]. Several methods for the solution of singular equations have been presented, which are the H and H-R method [8], Spline Galerkin method[9] and others [10-11]. In recent years the Chebyshev polynomials have been used to find the approximate solutions of differential equation[12], integro-differential-difference equations[13], Abel equation[14], Volterra differential equation[15], singular-perturbation equation[16], pantograph equations[17]. In this paper, we consider the logarithmic integro-differential equation

\[ \sum_{k=0}^{m} P_k(x)y^{(k)}(x) = f(x) + \lambda \int_{-1}^{1} \frac{1}{\sqrt{1-t^2}} y(t) dt \]  

with the mixed conditions

\[ \sum_{k=0}^{m-1} a_k y^{(k)}(c_{kj}) = \mu_k \]  

and the solution is expressed in terms of the the first kind Chebyshev functions as follows:

\[ y_N(x) = \sum_{i=0}^{N} a_i T_i(x), \quad 0 \leq i \leq N \]  

where \( a_i \), \( i = 0, 1, \ldots, N \) are the coefficients to be determined. Here \( P_k(x) \) and \( f(x) \) are continous functions on \([-1,1]\) and \( c_{kj}, c_{ij} \) and \( \lambda \) are appropriate constants. Note that this kernel has a weak logarithmic singularity at \( x = t \). Equation (1) is usually referred to as Symm’s integral equation which is of importance in potential theory [1]. Symm’s integral equation has a unique solution [18].

2. Preliminaries and notations

In this section, we state some basic results about polynomial approximations. These important properties will enable us to solve the singular integro differential equations. Polynomials are the only functions that the computer can evaluate exactly, so we make approximate functions \( R \rightarrow R \) by polynomials. We consider real-valued functions on the compact interval \([-1,1]\):

\[ f: [-1,1] \rightarrow R \]

and we denote the set all real-valued polynomials on \([-1,1]\) by \( P \), that is

\[ \forall p \in P, \forall x \in [-1,1], \quad p(x) = \sum_{i=0}^{N} a_i x^i \]

and

**Definition 2.1**

For a given continuous function \( f \in C[a,b] \), a best approximation polynomial of degree \( N \) is a polynomial \( p_N^*(f) \in P_N \) such that

\[ \left\| f - p_N^*(f) \right\|_\infty = \min \left\{ \left\| f - p \right\|_\infty : p \in P_N \right\} \]

where the uniform norm is defined by \( \left\| f \right\|_\infty = \max_{x \in [-1,1]} |f(x)| \).

**Theorem 2.1** [19-22] Let \( f \in C[a,b] \). Then for any \( \varepsilon > 0 \), there exist a polynomial \( p \) for which

\[ \left\| f - p \right\|_\infty \leq \varepsilon \]

The theorem states that any continuous function \( f \) can be approximated uniformly by polynomials, no matter how badly behaved \( f \) may be on \([a,b]\). For phrasing: for any continuous function on \([-1,1]\), \( f \), there exist a sequence of polynomial \( (p_N^*)_{N \in \mathbb{N}} \) which converges uniformly towards \( f \) such that

\[ \lim_{N \to \infty} \left\| f - p_N \right\|_\infty = 0 \]

**Theorem 2.2** [19-22] For any \( f \in [-1,1] \) and \( N \geq 0 \) the best approximation polynomial \( p_N^*(f) \) exists and is unique.

**Definition 2.2**

Given an integer \( N \geq 1 \) then \( X = (x_i)_{0 \leq i \leq N} \) is a grid points of \( N + 1 \) points in \([-1,1]\) such that \(-1 \leq x_0 < x_1 < \cdots < x_N \leq 1 \). Then points \((x_i)_{0 \leq i \leq N} \) are called the nodes of the grid.

**Theorem 2.3** [19-22] Given a function \( f \in C[-1,1] \) and a grid of \( N + 1 \) nodes \( X = (x_i)_{0 \leq i \leq N} \) there exist a unique polynomial \( I_N^X(f) \) of degree \( N \) such that

\[ I_N^X(f)(x_i) = f(x_i), \quad 0 \leq i \leq N \]

\( I_N^X(f) \) is called the interpolant of \( f \) through the grid \( X \).

The interpolant \( I_N^X(f) \) can be express in the Lagrange form as

\[ I_N^X(f) = \sum_{i=0}^{N} f(x_i) \ell_i^X(x) \]

where \( \ell_i^X(x) \) is the i-th Lagrange cardinal polynomial associated with the grid \( X \):

\[ \ell_i^X(x) = \prod_{j=0, j \neq i}^{N} \frac{x-x_j}{x_i-x_j}, \quad 0 \leq i \leq N \]

The Lagrange cardinal polynomials are

\[ \ell_i^X(x) = \delta_{ij}, \quad 0 \leq i, j \leq N \]

The best approximation polynomials \( p_N^*(f) \) is also an interpolant of \( f \) at \( N + 1 \) nodes and the error in given by:

\[ \left\| f - I_N^X(f) \right\|_\infty \leq (1 + \Lambda_N(X)) \left\| f - p_N^*(f) \right\|_\infty \]

where \( \Lambda_N(X) \) is the Lebesque constant relative to the grid \( X \).
The uniform norm (or maximum norm) is defined by
\[ \| f \|_\infty = \max_{x \in [-1,1]} |f(x)|. \]

**Theorem 2.4** [19, 21] For any choice of the grid \( X \), there exist a constant \( C > 0 \) such that
\[ \Lambda_N(X) > \frac{2}{\pi} \ln(N + 1) - C. \]

**Corollary 2.1** Let \( \Lambda_N(X) \) be Lebesque constant relative to the grid \( X \), then
\[ \Lambda_N(X) \to \infty \text{ as } n \to \infty. \]

In a similar way, by a uniform grid,
\[ \Lambda_N(X) \sim \frac{2^{N+1}}{eN \ln N} \text{ as } N \to \infty. \]

This means that for any choice of type sampling of \([-1,1]\), there exists a continuous function \( f \in C([-1,1]) \) such that \( I_N(f) \) does not converge uniformly towards \( f \). Let assume that the function \( f \) is sufficiently smooth to have derivatives at least up to order \( N+1 \), with \( f^{(N+1)} \) continuous i.e. \( f \in C^{N+1}[a,b] \).

**Definition 2.3**

The nodal polynomial associated with the grid is the unique polynomial of degree \((N+1)\) and leading coefficient \(1\) whose zeroes are the \( N+1 \) nodes of \( X \):
\[ w_{N+1}^X(x) = \prod_{i=0}^{N} (x - x_i) \]

**Theorem 2.5** [19-22] If \( f \in C^{N+1}[-1,1] \), then for any grid \( X \) of \( N+1 \) nodes and for any \( x \in [-1,1] \), the interpolation error is
\[ f(x) - I_N^X(f)(x) = \frac{f^{(N+1)}(\xi)}{(N+1)!} w_{N+1}^X(x) \]
where \( \xi = \xi(x) \in [-1,1] \) and \( w_{N+1}^X(x) \) nodal polynomial associated with the grid \( X \).

**Definition 2.4**

The Chebyshev polynomials \( T_n(x) \) of the first kind are the polynomials in \( x \) of degree \( n \), defined by relation22
\[ T_n(x) = \cos n\theta, \text{ when } x = \cos \theta. \]

If the range of the variable \( x \) is the interval \([-1,1]\), the range the corresponding variables \( \theta \) can be taken \([0,\pi]\). These polynomials have the following properties [19-20]:

i) \( T_{n+1}(x) \) has exactly \( n+1 \) real zeroes on the interval
\[ \Lambda_N(X) = \max_{x \in [-1,1]} |f(x)|. \]

The Lebesque constant contains all the information on the effects of the choice of \( X \) on \( \| f - I_N^X(f) \|_\infty \).

ii) \( T_n(x) \) is orthogonal on \([-1,1]\) with respect to the weight function \( w(x) = (1-x^2)^{-\frac{1}{2}} \).

iii) It is well known that [22] the relation between the powers \( x^n \) and the Chebyshev polynomials \( T_n(x) \) is

**Theorem 2.6** [22] Let \( T_n(x) \) be a first kind Chebyshev polynomials then

\[ x^{2n} = 2^{-2n+1} \sum_{j=0}^{n} \binom{n}{j} T_{2j}(x) \]

\[ x^{2n+1} = 2^{-2n} \sum_{j=0}^{n} \binom{n}{j} T_{2j+1}(x) \]

\[ -\frac{\pi}{n} T_n(x) = \int_{-1}^{1} \frac{\log(t-x)}{\sqrt{1-t^2}} T_n(t) dt, \quad n = 1,2,\ldots \]

and for \( n = 0 \),

\[ \int_{-1}^{1} \frac{\log(t-x)}{\sqrt{1-t^2}} T_0(t) dt = -\pi \log 2 \]

**Corollary 2.2**

If \( y(t) \approx \sum_{i=0}^{N} a_i T_i(t) \) then

\[ -\pi \log(2)a_0 T_0(x) + \sum_{i=1}^{N} (\frac{\pi}{r}) a_i T_i(x) \approx \int_{-1}^{1} \frac{\log(t-x)}{\sqrt{1-t^2}} y(t) dt \]

**Definition 2.5**

The grid points \( X = (x_i)_{0 \leq i \leq N} \) such that the \( x_i \)'s are the \( N+1 \) zeroes of the Chebyshev polynomials of degree \((N+1)\) is called the Chebyshev-Gauss (CG) grid.

**Theorem 2.7**[20-22] The polynomials of degree \((N+1)\) and leading coefficient \(1\), the unique polynomial which has the smallest uniform norm on \([-1,1]\) is the \((n+1)th\) Chebyshev polynomial divided by \(2^n\).

3. **Fundamental relations**

Let us consider Eq. (1) and find the matrix forms of the equation.

First we can convert the solution \( y(x) \) defined by a truncated Chebyshev series (3) and its derivative \( y^{(k)}(x) \) to matrix forms
\[ y_n(x) = T(x)A, \quad y_n^{(k)}(x) = T^{(k)}(x)A, \quad k = 0,1,\ldots,N \]

where
\[ T(x) = [T_0(x), T_1(x), \ldots, T_N(x)] \]

\[ y(x) = [y_0(x), y_1(x), \ldots, y_N(x)] \]
\([-1,1]\). The \(i\)th zero \(x_{n,i}\) of \(T_{n+1}(x)\) is located at

\[
x_{n,i} = \cos \left( \frac{2(n-i+1)\pi}{2(n+1)} \right)
\]  

(4)

and for odd \(N\),

\[
D = \begin{bmatrix}
\frac{1}{2}\left(0, 0, 0, \ldots, 0\right)
\
0, 0, 0, \ldots, 0
\
\ldots
\
0, 0, 0, \ldots, 0
\end{bmatrix}
\]

for even \(N\),

\[
D = \begin{bmatrix}
\frac{1}{2}\left(0, 0, 0, \ldots, 0\right)
\
0, 0, 0, \ldots, 0
\
\ldots
\
0, 0, 0, \ldots, 0
\end{bmatrix}
\]

Then, by taking into account (10) we obtained

\[
T(x) = X(x)(D^T)^{-1}
\]

(11)

and

\[
T^{(k)}(x) = X^{(k)}(x)(D^{-1})^T, \quad k = 0, 1, \ldots, N
\]

To obtain the matrix \(X^{(k)}(t)\) in terms of the matrix \(X(t)\), we can use the following relation:

\[
X^{(1)}(x) = X(x)B^T
\]

\[
X^{(2)}(x) = X^{(1)}(x)B^T = X(x)(B^T)^2
\]

\[
X^{(k)}(x) = X^{(k-1)}(x)B^T = X(x)(B^T)^k
\]

(12)

\[
A = [a_0, a_1, \ldots, a_N]^T
\]

By using the expression (5) and (6), taking \(n=0, 1, \ldots, N\) we find the corresponding matrix relation as follows

\[
X^* (x) = DT^T(x) \quad \text{and} \quad X(x) = T(x)D^T
\]

\[
X(t) = [1 \ x \ x^2 \ \cdots \ x^N] \quad \text{and for odd } N, \quad \text{where } X(t) = [1 \ x \ x^2 \ \cdots \ x^N]
\]

where

\[
D = \begin{bmatrix}
0 & 0 & 0 & \cdots & 0
1 & 0 & 0 & \cdots & 0
& \ldots & \ldots & \ldots & \ldots
0 & 0 & 0 & \cdots & N
\end{bmatrix}
\]

Consequently, by substituting the matrix forms (11) and (12) into (9) we have the matrix relation

\[
y^{(k)}(x) = X(x)(B^T)^k (D^T)^{-1} A, \quad k = 0, 1, \ldots, N
\]

(13)

The similar way in the above procedure, for the logarithmic integral part (8), we obtained the matrix form as

\[
-\pi\log2a_0 + \sum_{r=1}^{N} (-\frac{\pi}{r})a_r T_r(x) = [-\pi\log 2T_0(x) - \pi T_1(x) \cdots - \frac{\pi}{N} T_N(x)]A
\]

\[
= [-\pi\log2 \ -\pi x \ \cdots \ -\frac{\pi}{N} x^N](D^T)^{-1}A
\]

\[
= X^*(x)(D^T)^{-1}A
\]

(14)

4. Method of solution

We are ready to construct the fundamental matrix equation corresponding to Eq. (1). For this purpose, first substituting the matrix relations (13) and (14) into Eq. (1) then we obtain

\[
\left[ \sum_{r=0}^{m} P_r(x)X(x)(B^T)^r (D^T)^{-1} - 2X^*(x)(D^T)^{-1} \right]A = f(x)
\]

(16)

For computing the Chebyshev coefficient matrix \(A\) numerically, the zeroes of the first kind Chebyshev points defined by (4) are putting the above relation (16). We obtained

\[
\left[ \sum_{r=0}^{m} P_r(x_j)X(x_j)(B^T)^r (D^T)^{-1} - 2X^*(x_j)(D^T)^{-1} \right]A = f(x_j)
\]

(17)

So, the fundamental matrix equation is gained

\[
\left[ \sum_{r=0}^{m} P_r(x_j)(B^T)^r (D^T)^{-1} - 2X^*(D^T)^{-1} \right]A = F
\]

(18)
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\[ P_1 = \begin{bmatrix} P_1(x_0) & 0 & 0 & \cdots & 0 \\ 0 & P_1(x_1) & 0 & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & 0 & \cdots & P_1(x_N) \end{bmatrix}, \quad X = \begin{bmatrix} 1 & x_0 & x_0^2 & \cdots & x_0^N \\ 1 & x_1 & x_1^2 & \cdots & x_1^N \\ 1 & x_2 & x_2^2 & \cdots & x_2^N \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 1 & x_N & x_N^2 & \cdots & x_N^N \end{bmatrix} \]

\[ \mathbf{F} = \begin{bmatrix} f(x_0) \\ f(x_1) \\ f(x_2) \\ \vdots \\ f(x_N) \end{bmatrix} \]

\[ \mathbf{X}^* = \begin{bmatrix} -\pi \log 2 & -\pi x_0 & -\frac{\pi}{2} x_0^2 & \cdots & -\frac{\pi}{N} x_0^N \\ -\pi \log 2 & -\pi x_1 & -\frac{\pi}{2} x_1^2 & \cdots & -\frac{\pi}{N} x_1^N \\ -\pi \log 2 & -\pi x_2 & -\frac{\pi}{2} x_2^2 & \cdots & -\frac{\pi}{N} x_2^N \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ -\pi \log 2 & -\pi x_N & -\frac{\pi}{2} x_N^2 & \cdots & -\frac{\pi}{N} x_N^N \end{bmatrix} \]
The fundamental matrix equation (18) for Eq.(1) corresponds to a system of (N+1) algebraic equations for the (N+1) unknown coefficients $a_0, a_1, \ldots, a_N$. Briefly we can write Eq.(18) as

$$WAX = F$$ or $$[W] = \mathbf{F}$$

so that

$$W = \sum_{k=0}^{N} p_k \mathbf{X}^k (\mathbf{D}^T)^{-1} - \mathbf{X}^k (\mathbf{D}^T)^{-1} \mathbf{Y} \quad \text{for } p,q=0,1,\ldots,N$$

We can obtain the matrix form for the mixed conditions (2), by means of Eq.(19), briefly, as

$$\mathbf{U} = \left[ \lambda^i \right] \text{ or } \left[ \mathbf{U}^i \right] \text{ where } i=0,1,\ldots,m-1$$

To obtain the solution of the system of equations (2), by replacing the rows matrices (21) by the last m rows of the matrix (19) we have the required augmented matrix

$$[\mathbf{W}:G] = \begin{bmatrix}
  w_{00} & w_{01} & \cdots & w_{0N} & g(x_0) \\
  w_{10} & w_{11} & \cdots & w_{1N} & g(x_1) \\
  \vdots & \vdots & \ddots & \vdots & \vdots \\
  w_{N0} & w_{N1} & \cdots & w_{NN} & g(x_N)
\end{bmatrix}$$

or the corresponding matrix equation

$$\begin{bmatrix}
  \mathbf{W}^* \mathbf{A}^* \mathbf{F}
\end{bmatrix}$$

If rank($\mathbf{W}$)=rank $[\mathbf{W}:\mathbf{F}]=N+1$, then we can write

$$\mathbf{A} = (\mathbf{W}^* \mathbf{F})$$

Thus the coefficients $a_0, a_1, \ldots, a_N$ are uniquely determined by Eq.(23).

4.1 Error analysis and convergence

Since, $\left\| P_N \right\|_{\infty} = 1$, we conclude that if we choose the grid nodes $(x_i)_{0 \leq i \leq N}$ to be zero the (N+1) zeroes of the Chebyshev polynomials $T_{N+1}$, we have

$$\left\| W_X^{N+1} \right\| = \frac{1}{2^N}$$

and this is the smallest possible value. In particular, from Theorem 2.10, for any $y \in C^{N+1}[-1,1]$ we have

$$\left\| y - y_N \right\|_{\infty} \leq \frac{1}{2^N (N+1)!} \| f^{N+1} \|_{\infty}$$

If $y^{(N+1)}$ is uniformly bounded, the convergence of the interpolation $y_N$ towards $y$ when $N \to \infty$ is then extremely fast. Also the Lebesgue constant associated with the Chebyshev-Gauss grid is small

$$\Lambda_N(X) \sim \frac{2}{\sqrt{\pi}} \ln(N+1) \text{ as } N \to \infty$$

This is much better than uniform grids and close to the optimal value.

5. Illustrative example

In this section, a numerical example is given to illustrate the accuracy and effectiveness properties of the method and all of them were performed on the computer using a program written in Maple 9.

Example 5.1

Consider the following logarithmic singular integro-differential equation

$$y' + y = (\pi + 1)x + 2 + \pi \log 2 + \int_0^1 \frac{1}{\sqrt{1+t}} y(t) dt$$

with $y(0) = 1$. We seek the solution $y_N(x)$ as a truncated first-kind Chebyshev polynomial

$$y(x) = \sum_{i=0}^{N} a_i T_i(x).$$

So that, $f(x) = (\pi + 1)x + 2 + \pi \log 2$. $P_0(x) = 1$. $P_0(x) = 1$. Then, for $N = 5$ the zeroes of $T_5(x)$

$$x_0 = -\cos \left( \frac{\pi}{12} \right), \quad x_1 = -\cos \left( \frac{5\pi}{12} \right), \quad x_2 = -\cos \left( \frac{5\pi}{12} \right), \quad x_3 = \cos \left( \frac{\pi}{12} \right), \quad x_4 = \cos \left( \frac{5\pi}{12} \right)$$

and the fundamental matrix equation of the problem is defined by

$$\mathbf{P}_0 \mathbf{X}^k (\mathbf{D}^T)^{-1} + \mathbf{P} \mathbf{X}^k (\mathbf{D}^T)^{-1} - \mathbf{X}^k (\mathbf{D}^T)^{-1} \mathbf{A}^* \mathbf{F}$$

And matrices for condition are

$$\mathbf{X}(0) (\mathbf{M}^T)^{-1} = [1 \quad 0 \quad -1 \quad 0 \quad 1 \quad 0] \mathbf{A} = [1].$$

where $\mathbf{P}_0$, $\mathbf{P}$, $\mathbf{B}$, $\mathbf{F}$, $\mathbf{D}$ are matrices of order (6x6) defined by

$$\mathbf{P}_0 = \begin{bmatrix}
  1 & 0 & 0 & 0 & 0 & 0 \\
  0 & 1 & 0 & 0 & 0 & 0 \\
  0 & 0 & 1 & 0 & 0 & 0 \\
  0 & 0 & 0 & 1 & 0 & 0 \\
  0 & 0 & 0 & 0 & 1 & 0 \\
  0 & 0 & 0 & 0 & 0 & 1
\end{bmatrix}$$

$$\mathbf{P} = \begin{bmatrix}
  1 & 0 & 0 & 0 & 0 & 0 \\
  0 & 1 & 0 & 0 & 0 & 0 \\
  0 & 0 & 1 & 0 & 0 & 0 \\
  0 & 0 & 0 & 1 & 0 & 0 \\
  0 & 0 & 0 & 0 & 1 & 0 \\
  0 & 0 & 0 & 0 & 0 & 1
\end{bmatrix}$$

$$\mathbf{B} = \begin{bmatrix}
  0 & 1 & 0 & 0 & 0 & 0 \\
  0 & 0 & 2 & 0 & 0 & 0 \\
  0 & 0 & 0 & 3 & 0 & 0 \\
  0 & 0 & 0 & 0 & 4 & 0 \\
  0 & 0 & 0 & 0 & 0 & 5 \\
  0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}$$

$$\mathbf{F} = \begin{bmatrix}
  0.0176364 & 0.017165 & 0.0547571 & 0.8737901 & 0.0176364
\end{bmatrix}$$

$$\mathbf{D} = \begin{bmatrix}
  1 & 0 & 0 & 0 & 0 & 0 \\
  0 & 1 & 0 & 0 & 0 & 0 \\
  \frac{1}{2} & 0 & 1 & 0 & 0 & 0 \\
  \frac{3}{4} & 0 & \frac{1}{4} & 0 & 0 & 0 \\
  \frac{3}{8} & 0 & \frac{1}{2} & 0 & 0 & 0 \\
  \frac{5}{8} & 0 & \frac{5}{16} & 0 & 0 & 0
\end{bmatrix}$$
The exact solution is \( y = -0.4 \).\\n
\[
\int_{-0.8}^{0.8} f(t) dt = -0.8\\n\]

Then, when this system is solved, we obtain the Chebyshev coefficient matrix \( A \) as:

\[
A = \begin{bmatrix} 1 & 1 & 0 & 0 & 0 \end{bmatrix}^T
\]

When the Chebyshev coefficient matrix \( A \) is substituting in Eq.(3), we obtained the approximate solution of the problem for \( N = 5 \)

\[
y_5(x) = \sum_{r=0}^{5} a_r T_r(x) = 1 + x
\]

which is the exact solution of this problem.

**Example 5.2**

Consider the following logarithmic singular integro-differential equation

\[
y'' - xy' + 3y = \frac{x^3}{3} + 6x + \frac{1}{\pi} \int_{-1}^{1} \frac{\log(t-x)}{\sqrt{1+t^2}} y(t) dt
\]

with the conditions \( y(0) = 0, \ y'(0) = 0 \). The exact solution of this problem is \( y = x^3 \). We obtained the approximate solution of the problem for \( N = 4, 5, 6 \) which are tabulated and graphed. For numerical results, see Table 1. We display a plot of absolute difference exact and approximate solutions in Fig.1 and error functions for various \( N \) is shown in Fig.2.

<table>
<thead>
<tr>
<th>( x )</th>
<th>Exact Sol.</th>
<th>Present Method N=4</th>
<th>Present Method N=5</th>
<th>Present Method N=6</th>
<th>Present Method N=6</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1.0</td>
<td>-1.000</td>
<td>-1.286e-06</td>
<td>-0.999999</td>
<td>-0.999999</td>
<td>-0.999999</td>
</tr>
<tr>
<td>-0.8</td>
<td>-0.512</td>
<td>-0.511999</td>
<td>-0.2000e-6</td>
<td>-0.511999</td>
<td>-0.511999</td>
</tr>
<tr>
<td>-0.6</td>
<td>-0.216</td>
<td>-0.215999</td>
<td>-0.1000e-7</td>
<td>-0.216000</td>
<td>-0.216000</td>
</tr>
<tr>
<td>-0.4</td>
<td>-0.064</td>
<td>-0.063999</td>
<td>-0.6000e-8</td>
<td>-0.064000</td>
<td>-0.064000</td>
</tr>
<tr>
<td>-0.2</td>
<td>-0.008</td>
<td>-0.008000</td>
<td>-0.1000e-9</td>
<td>-0.008000</td>
<td>-0.008000</td>
</tr>
<tr>
<td>0.0</td>
<td>0.0000</td>
<td>0.000000</td>
<td>0.0000e-00</td>
<td>0.000000</td>
<td>0.000000</td>
</tr>
<tr>
<td>0.2</td>
<td>0.0080</td>
<td>0.007999</td>
<td>0.1000e-8</td>
<td>0.007999</td>
<td>0.2500e-8</td>
</tr>
<tr>
<td>0.4</td>
<td>0.0640</td>
<td>0.063999</td>
<td>0.1500e-6</td>
<td>0.063999</td>
<td>0.6000e-8</td>
</tr>
<tr>
<td>0.6</td>
<td>0.2160</td>
<td>0.215999</td>
<td>0.6000e-6</td>
<td>0.215999</td>
<td>0.2000e-7</td>
</tr>
<tr>
<td>0.8</td>
<td>0.5120</td>
<td>0.511998</td>
<td>0.1000e-5</td>
<td>0.511999</td>
<td>0.511999</td>
</tr>
<tr>
<td>1.0</td>
<td>1.0000</td>
<td>0.999996</td>
<td>0.3900e-5</td>
<td>0.999999</td>
<td>0.999999</td>
</tr>
</tbody>
</table>

Table 1: Error analysis of Example 5.2 for the \( x \) value

Figure 1: Numerical and exact solution of the Example 5.2 for \( N=4,5,6 \).

Figure 2: Error function of Example 5.2 for \( \text{varios } N \).
Example 5.3

Let us consider the following logarithmic singular integro-differential equation
\[ y''(x) = f(x) + \frac{1}{\pi} \log(t-x) \int_1^2 y(t)dt, \quad y(0) = 0, \quad y(1) = e \]

The exact solution of this problem is \( y(x) = \exp(x) \).

We approximately solve this problem by our method. Then, we give comparison of exact solution and approximate solutions in Table 2. Also, Fig.3 display numerical results and exact solution for various \( N \) and Fig.4 is given absolute errors.

Table 2 Error analysis of Example 5.3 for the x value

<table>
<thead>
<tr>
<th>x</th>
<th>Exact</th>
<th>Present Method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Sol. N=4</td>
<td>N=4, N=6, N=8</td>
</tr>
<tr>
<td>0.0</td>
<td>1.000000</td>
<td>1.000000</td>
</tr>
<tr>
<td>0.1</td>
<td>1.010170</td>
<td>1.005128</td>
</tr>
<tr>
<td>0.2</td>
<td>1.221402</td>
<td>1.221603</td>
</tr>
<tr>
<td>0.3</td>
<td>1.349858</td>
<td>1.349363</td>
</tr>
<tr>
<td>0.4</td>
<td>1.491182</td>
<td>1.491752</td>
</tr>
<tr>
<td>0.5</td>
<td>1.648721</td>
<td>1.648050</td>
</tr>
<tr>
<td>0.6</td>
<td>1.822118</td>
<td>1.821158</td>
</tr>
<tr>
<td>0.7</td>
<td>2.013752</td>
<td>2.014863</td>
</tr>
<tr>
<td>0.8</td>
<td>2.255400</td>
<td>2.223250</td>
</tr>
<tr>
<td>0.9</td>
<td>2.459063</td>
<td>2.455881</td>
</tr>
<tr>
<td>1.0</td>
<td>2.718281</td>
<td>2.724769</td>
</tr>
</tbody>
</table>

5. Conclusion

A new method based on the truncated Chebyshev series of the first kind is developed to numerical solve logarithmic singular integro-differential equations with mixed conditions on Chebyshev-Gauss grid. Logarithmic integro-differential equations and logarithmic singular equations are usually difficult to solve analytically. In many cases, it is required to obtained the approximate solution. For this propose, the present method can be proposed. In this paper, the first kind Chebyshev polynomial approach has been used for the approximate solution of logarithmic singular integro-differential equations. For the suggested method, we show error analysis and converge. Thus the proposed method is suggested as an efficient. Examples with the satisfactory results are used to demonstrate the application of this method. Suggested approximations make this method very attractive and contributed to the good agreement between approximate and exact values in the numerical example.
REFERENCES


