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Abstract
In video compression, motion estimation is exploited to remove temporal redundancy. Computationally, motion estimation is one of the most expensive parts of a video encoder. In this work, efficient and novel hardware architecture is proposed to implement selective Gray-coded bit-plane based motion estimation algorithm. Spiral search algorithm is employed as search scheme in the novel hardware architecture. Experimental results show that considerable amount of hardware resources are saved thanks to the proposed architecture compared to the recent works in the literature.
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1. INTRODUCTION

Today, electronics devices such as cell phones, cameras have the facility to capture videos. Efficient compression methods are needed for reducing the size of the data to be stored or transmitted via a communication channel. Motion Estimation (ME) is one of the key components of any video coding method to remove temporal redundancy between consecutive image frames in a video sequence. Although it has a significant impact on reduction of the size of the video data, ME occupies more than 75% of the total computational power of a typical video encoding infrastructure [1]. In Block-based ME, Current frame is split into equally sized blocks and none of them overlap each other. Hardware architecture for full search ME scheme must produce and calculate motion vectors (MV) for all respective macroblocks within a current frame. General equation for deciding motion vectors is shown in (1).

\[
SSD(u, v) = \sum_{x=0}^{M-1} \sum_{y=0}^{M-1} [I^c(x, y) - I^r(x + u, y + v)]^2
\]

\[-s \leq u, v \leq s \]

\[
MV = \min(SSD(u, v))
\]

Where \(I^c(x, y)\) and \(I^r(x + u, y + v)\) show current and reference block pixels, respectively. Additionally, \((u, v)\) and \(s\) represents candidate MV and search range respectively. The potential MV that provides the minimum Sum of Squared Error (SSD) represents the MV of the related block. Previously proposed ME methods available in the literature mostly use Sum of Absolute Differences (SAD) as matching criterion instead of SSD [2, 3] as shown in (2).

\[
SAD(u, v) = \sum_{x=0}^{M-1} \sum_{y=0}^{M-1} |I^c(x, y) - I^r(x + u, y + v)|
\]

\[-s \leq u, v \leq s \]

\[
MV = \min(SAD(u, v))
\]
Processing power needed for SAD process is considerably high thus, several approaches are proposed in the literature to reduce this load. In [4] a Bit Plane Matching (BPM) technique is proposed as matching criterion in ME operation. In BPM based methods, Boolean exclusive-OR (XOR) is used as matching criteria in place of SAD to considerably reduce the power consumption and hardware resources. In BPM, generally, the Number of Non-Matching Points (NNMP) criterion is utilized for matching as shown in (3).

\[
\text{NNMP}(u, v) = \sum_{x=0}^{M-1} \sum_{y=0}^{M-1} \{B^c(x, y) \oplus B^r(x + u, y + v)\}
\]

\(-s \leq u, v \leq s\)

\[
\text{MV} = \min(\text{NNMP}(u, v))
\]

Where \(B^c(x, y)\) and \(B^r(x + u, y + v)\) represent the pixels in the current bit plane and reference bit plane respectively in this equation. Logical XOR operation is represent by \(\oplus\). NNMP values decide the MV of the respective Current Block (CB). The candidate location providing the minimum NNMP value is considered as MV of the CB. Although the operation shown in (3) looks quite simple, binarization process requires additional hardware which is usually not mentioned in the related works.

Several low complexity BPM based ME methods are introduced previously such as single Bit Plane (BP) based ME as in [4], 2-Bits Transform (2BT) based ME or constrained 1-bit transform based ME where 2 BPs are exploited for ME process in [5] and [6] respectively. As in [7, 8, 9], different hardware architectures are proposed for single BP or 2BT based ME approaches, but none of them provide any solution for the binarization.

Truncated Gray Coded Bit Plane Matching (TGCBPM) method is introduced to considerably simplify the binarization process [10]. In TGCBPM based ME method, the bit planes that are used in ME are generated by truncating the unused least significant Gray coded bit planes. Equation shown in (4) is utilized for calculating NNMP values in TGCBPM method.

\[
\text{NNMP}_{TG}(u, v) = \sum_{x=0}^{M-1} \sum_{y=0}^{M-1} \sum_{n=\text{NTB}}^{N-1} 2^{N-\text{NTB}} \{ g^t_n(x, y) \oplus g^t_{n-1}(x + u, y + v) \}
\]

\(-s \leq u, v \leq s\)

\[
\text{MV} = \min(\text{NNMP}_{TG}(u, v))
\]

Where \(N, \text{NTB}\) represent the number of bits in a pixel and the number of truncated bits respectively. Experiments reveal that best results are achieved when setting NTB=5, which means only 3 Most Significant Bit (MSB) planes are utilized in ME [10]. In general, low bit-depth based ME techniques helps to achieve more efficient hardware architecture compared to full bit depth based ME methods [7-12].

Recently, 4 MSB planes are used to obtain one-bit plane by using a bit selection scheme presented in [13] to further reduce the number of utilized bit planes in ME process. In [14], a new binarization scheme is presented to obtain binary image by using 3 MSB planes efficiently and this method is called Selective Gray-Coded Bit-Plane based Binarization Approach (SGC-BPBA). Experiments show that SGC-BPBA is more efficient compared to the binarization method proposed in [13]. In this paper, novel and more efficient hardware architecture is presented for the method in [14] to further reduce the hardware complexity and power consumption. Furthermore, it is now possible to implement the ME algorithm proposed in [14] for bigger block size such as 64×64 in high efficiency video coding (HEVC) thanks to the proposed hardware architecture.

2. PROPOSED HARDWARE ARCHITECTURE

In this paper, an efficient hardware architecture is presented for the ME algorithm that is introduced in [14]. The proposed hardware architecture is mainly composed of five blocks: memory unit, multiplexer array, 2-dimensional Processing Elements (PE) array, parallel counter and comparator as shown in Figure 1.
2.1. Memory Unit

Memory unit consists of four sub-blocks; reference window memory, current macroblock memory, two data aligner blocks, and two Shift Register (SR) arrays. In the proposed hardware architecture, one 16×16 sized RAM and forty-eight 48×1 RAMs are utilized for current block memory and reference window respectively. As there are 3 MSB planes used in the proposed scheme [14], three memory modules are utilized in the proposed hardware architecture.

**Figure 1. Proposed hardware architecture**
2.1.1. Fast search algorithm support

In proposed architecture, reference window data is passed through respective aligner before storing the pixel data into the relevant memory block. The aligner allows the incoming data to be stored in ladder shaped manner as proposed in [2]. This scheme allows reading any row or column from a single memory in one clock. This type of memory architecture allows an arbitrary move in vertical as well as horizontal directions in the search window. In other words, it supports fast ME algorithms.

Figure 2 shows a sample data pattern for memory architecture used in proposed hardware architecture. It shows memory architecture for [−4,4) search range. Darkly shaded area represents 0th column and lightly shaded area represents 0th row. It can be seen that both row and column can be read at one clock cycle thanks to this organization in the utilized memory block. After reading from RAM, the data is passed through another aligner that re-shifts the data appropriately. For example, if 1st row is read then the incoming data will be shifted one pixel to the left by the aligner.

16×16 shift register is used to store the current block pixels. Since, 3 MSB planes are utilized in the proposed method in [14], 3 bits SR array is utilized to store the current block pixels. At the beginning of ME operation, during loading process, the current block pixels are shifted into the SR array. No more shift operations are performed on current block SR array after loading process is completed.

The SR array used to store Reference Block (RB) is capable of moving the data up, right, left and down directions. In the proposed architecture, fast search algorithm and more than one level of data reuse schemes are supported thanks to spiral search scheme and ladder shaped memory architecture respectively. Data reuse’s effects on hardware architecture are explained in detail in [15]. Various data reuse schemes can be utilized to lessen the bandwidth of off chip memory. For example, performing ME for CBs concurrently is an indirect way to realize the data reuse but this scheme needs higher number of PEs [8]. Another way to realize data reuse is using fast search algorithms as in [2]. The data reuse scheme that is exploited in the presented hardware architecture is shown in Figure 3. As illustrated in this figure, both horizontal and vertical movements are performed in the search window. In each vertical move, one new pixel row is read from memory and 15 old rows are reused by exploiting the SR array. In the same way during horizontal move, one new pixel column is read from the memory and previous 15 columns are reused.
Spiral like movement is used in the proposed architecture as shown in Figure 4 [14]. 4 way SR array makes this kind of movement possible as shown in Figure 1. Main advantage of spiral movement is that it allows performing early termination or adaptive search range techniques in future.

**Figure 3. Data reuse scheme**

**Figure 4. Spiral search diagram**

### 2.2. Multiplexer Array

In [14], selective Gray coded bit plane based binarization approach is presented to obtain single bit plane by using a selective approach on the three Gray coded bit planes. 3×1 MUX array is exploited to implement that scheme in the proposed hardware architecture as shown in Figure 1. Since the block size is 16×16 pixels, 256 3×1 multiplexers are used in the proposed architecture. Detailed diagram of a MUX in the multiplexer array is shown in Figure 5, in which mode selector is used to select the appropriate bit from Gray coded three bits driven into this block according to the method proposed in [14].

### 2.3. Pe Array

16×16 pixels size RB, after appropriate bit selection performed by the multiplexer block, is driven to 2D PE array as shown in Figure 1. In 2D PE array, RB and CB are compared by using Boolean XOR operation.

### 2.4. Parallel Counter And Comparator
The Parallel Counter (PC) is used to compute the NNM between RB and CB. The architecture of PC consists of seven stages of sub PCs of size $3|2$, $7|3$, $15|4$, $31|5$, $63|6$, $128|7$ and $255|8$ respectively as shown in Figure 6. PC has 255 inputs while a macroblock has 256 pixels. Experiments show that absence of one pixel does not have a considerable impact on the ME performance [12]. Additionally, architecture of PC also becomes simpler comparatively. The output of counter is followed by a comparator to find out the MV of the CB by comparing the NNM values being generated sequentially by this block.

3. IMPLEMENTATION RESULTS

28 nm (Xilinx Zynq 7000 - Package Code: xc7a200tfgb676-2) FPGA device is used to implement the proposed hardware architecture. This is the FPGA used in [14] thus, a fare comparison is performed. Synthesis results show that the proposed architecture occupies 7587 LUTs, 2219 DFFs and 24 BRAMs, which is the 5.64%, 0.83% and 6.58% of the total available resources of the target FPGA device, respectively. The maximum frequency at which the proposed architecture can operate is 150MHZ for the selected FPGA device. A comprehensive comparison of the proposed hardware architecture and the architectures proposed in [7, 14, 16, 17] is shown in Table 1. Thanks to the proposed architecture, utilization ratio of LUTs and DFFs is decreased by 6.62% and 69.82% as compared to [14] as shown in Table 1 respectively. Proposed architecture is superior compared to the architecture in [14] in terms of all parameters except maximum clock frequency according to the numbers given in Table 1.

Power analysis of the proposed architecture is performed after post-implementation functional simulation for the same block numbers used in [14] to achieve a fare comparison. The logic and signal columns refer to the power consumption of the logic resources and routing resources of the target FPGA respectively. For example, a configurable logic block in an FPGA is a logic resource on the other hand a switch matrix is a
routing resource. The power estimation tool can group power data according to the characteristic of the specific hardware resource such as logic, signal, clock etc.

D type flip flops based SR array and BRAM are utilized in [14] and the proposed hardware architecture in this paper, respectively, to store current block and reference block (search window) pixels. Power consumption comparison between proposed architecture and [14] is shown in Table 2. It is important to note that average power consumption values for the proposed hardware architecture and [14] are $8+7.78 = 15.78$ mW and $9.11+7.89 = 17$ mW, respectively for 20ns clock period. It shows that average power consumption of the proposed architecture is decreased by 7.18% as compared to [14]. Similarly, the decrement of the average power consumption is 35.44% for 10ns clock period. The main reason for the power consumption reduction is the elimination of shift register array in which D type Flip Flops (DFF) are utilized. It is a known fact that a 1 bit BRAM memory cell consumes less power compared to more than 3 times bigger DFF based 1-bit memory cell. 28 nm (Xilinx Zynq 7000 - Package Code: xc7z100ffv1156-2) is also utilized for power analysis of the proposed hardware architecture for observing the effects of different FPGAs on its power consumption and results are shown in Table 3. Table 2 and Table 3 show that there is no significant power consumption difference. From these results, it can be concluded that hardware complexity of the proposed hardware architecture does not change considerably between different FPGAs.

The control of a DFF based memory implementation is easier compared to the BRAM based memory organization. Implementation of spiral search is easier with DFF based SR array but this architecture cannot be synthesized even for the state of the art FPGA chips because of the huge wire congestion caused by routing between flip flops. Because of that BRAM resources are utilized since they are hardcoded into the FPGA chip. The bottleneck caused by BRAMs are their control. Data should be well scheduled and organized for implementation of spiral search scheme. BRAM resources of the target FPGA is used in the proposed architecture to store the data in a ladder shaped manner thanks to which a row or column can be read in one clock cycle. This feature is achieved by DFFs based shift registers in [14]. The synthesis process for the architecture which includes shift registers based on DFFs is higher comparatively because of the high wire congestion. It is observed that synthesis time for the architecture proposed in [14] takes roughly 3 times more compared to the proposed architecture. Since the number of wires increase exponentially with an increase on the block size, synthesis time ratio between two architectures is also expected to increase exponentially. As a result, proposed architecture seems more promising in terms of the CPU time needed for synthesis, placement and routing phases. Thus, the proposed architecture can be integrated within an HEVC encoder easier compared to [14]. The total CPU time for synthesis of the proposed architecture is 95 seconds whereas this number is 325 for the architecture proposed in [14] for a block size of $16 \times 16$. The PC used for the synthesis is a MAC Book Pro with Intel i7 CPU core and 16GB RAMs.

In the proposed hardware architecture, at the very beginning, the necessary pixels are loaded from BRAMs into PE array in 16 clock cycles. There are 1089 search locations because of the $[-16, 16]$ search range. Additionally, there is 16 clock cycles latency due to pipelining architecture. Therefore $16+1089+16 = 1121$ clock cycles are needed by the proposed hardware architecture to implement the algorithm proposed in [14]. Since the proposed hardware architecture can work at 150 MHz, therefore it can process $37 \times 1280 \times 720$ full HD fps. It is worth noting in the Table 1 that hardware architecture proposed in [14] can process more fps compared to hardware architecture proposed in this paper but it consumes considerably more power. Furthermore, the architecture proposed in [14] cannot be synthesized for bigger block size such as $64 \times 64$ which is necessary for high efficiency video coding (HEVC).

4. CONCLUSION

In this paper, efficient hardware architecture is proposed for low complexity ME algorithm recently presented in [14]. Proposed hardware architecture is more efficient than the architecture proposed in [14] in terms of area and power consumption. The proposed architecture is also more suitable for bigger block sizes because of its simpler BRAM based memory hierarchy compared to the DFF based memory structure as in [14]. The architecture proposed in [14] cannot be synthesized for a block size of $64 \times 64$ which is necessary for high efficiency video coding (HEVC). On the other hand, the block size of $64 \times 64$ can be processed by the architecture proposed in this paper where BRAM based implementation is performed.
thanks to which the wire congestion in the architecture is reduced considerably. Utilization of LUTs in the proposed architecture is also lower compared to the architecture proposed in [14]. This is mainly because the reduced datapath complexity achieved by removal of the DFF based memory organization. Furthermore, fast search algorithm support is provided thanks to the ladder shaped memory scheme proposed in [2]. Thus, an early termination scheme is now possible to implement as a future work thanks to which higher frame rates may be achievable.
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Table 1. ME performance comparison of the hardware architectures

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Bit depth</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>On chip memory</td>
<td>7168</td>
<td>0</td>
<td>24064</td>
<td>4096</td>
<td>NA</td>
</tr>
<tr>
<td>Area</td>
<td>7587 LUTs/2219 DFFs</td>
<td>8670 LUTs/7877 DFFs</td>
<td>1121LUTs/ NAs</td>
<td>3914 LUTs/2517 DFFs</td>
<td>5413 LUTs/NA</td>
</tr>
<tr>
<td>Power</td>
<td>15.78 mW 50 MHz</td>
<td>17 mW 50 MHz</td>
<td>35.3 mW 50 MHz</td>
<td>NA</td>
<td>30.7 mW 50 MHz</td>
</tr>
<tr>
<td>Maximum frequency</td>
<td>150 MHz</td>
<td>243 MHz</td>
<td>218 MHz</td>
<td>192 MHz</td>
<td>275 MHz</td>
</tr>
<tr>
<td>Technology</td>
<td>FPGA 28 nm</td>
<td>FPGA 28 nm</td>
<td>FPGA 45nm</td>
<td>FPGA 65nm</td>
<td>FPGA 45nm</td>
</tr>
<tr>
<td>Search method</td>
<td>Spiral</td>
<td>Spiral</td>
<td>Full</td>
<td>Full</td>
<td>Spiral</td>
</tr>
<tr>
<td>Performance 720p@ fps</td>
<td>37</td>
<td>61</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>Performance 480i@ fps</td>
<td>111</td>
<td>185</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>Suitable for HEVC</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Table 2. Power consumption comparison (xc7a200tfg676-2)

<table>
<thead>
<tr>
<th>Block locations</th>
<th>Motion Vectors</th>
<th>Power Consumption (mW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vertical</td>
<td>Horizontal</td>
<td>hv_x</td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
</tbody>
</table>

Video Sequence: football  Frame No: 09  Frame Size: 352×240
<table>
<thead>
<tr>
<th>Block locations</th>
<th>Motion Vector Position</th>
<th>Power Consumption (mW)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>20 ns/10 ns</td>
</tr>
<tr>
<td>Vertical</td>
<td>Horizontal X Axis Y Axis Signals Logic</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>6</td>
<td>-3 -3 09/09 08/08</td>
</tr>
<tr>
<td>9</td>
<td>17</td>
<td>3 2 09/09 12/17 09/08</td>
</tr>
<tr>
<td>4</td>
<td>12</td>
<td>4 0 07/08 08/10 07/07</td>
</tr>
<tr>
<td>7</td>
<td>16</td>
<td>8 7 09/10 11/16 09/09</td>
</tr>
<tr>
<td>4</td>
<td>14</td>
<td>9 -7 07/08 08/12 07/07</td>
</tr>
<tr>
<td>2</td>
<td>6</td>
<td>9 9 07/07 06/10 06/06</td>
</tr>
<tr>
<td>13</td>
<td>16</td>
<td>-15 -11 09/10 12/19 09/08</td>
</tr>
<tr>
<td>4</td>
<td>20</td>
<td>14 -14 08/09 09/12 08/07 08/11</td>
</tr>
<tr>
<td>2</td>
<td>7</td>
<td>-12 12 07/07 06/10 07/06 05/08</td>
</tr>
<tr>
<td></td>
<td>Average</td>
<td>8.00/8.55 9.11/13.3 7.78/7.33 7.89/11.3</td>
</tr>
</tbody>
</table>

**Table 3.** Power analysis results of the proposed hardware architecture (xc7z100ffv1156-2)

Video Sequence: football  Frame No: 09  Frame Size: 352×240
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