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ABSTRACT

In the presence of outliers in the dataset, the principal component analysis method, like many of the classical statistical methods, is severely affected. For this reason, if there are outliers in dataset, researchers tend to use alternative methods. Use of fuzzy and robust approaches is the leading choice among these methods. In this study, a new approach to robust fuzzy principal component analysis is proposed. This approach combines the power of both robust and fuzzy methods at the same time and collects these two approaches under the framework of principal component analysis. The performance of proposed approach called robust principal component analysis based on fuzzy coded data is examined through a set of artificial dataset that are generated by considering three different scenarios and a real dataset to observe how it is affected by the increase in sample size and changes in the rate of outliers. In light of the study's findings, it is seen that the proposed approach gives better results than the ones in the classical and robust principal component analysis in the presence of outliers in dataset.

Keywords: Fuzzy coded data, Outliers, Robust principal component analysis

1. INTRODUCTION

Classical principal component analysis (CPCA) is thought to have vital importance for many research areas since it is widely used as a dimension reduction method in high-dimensional dataset and in the initial analysis of other multivariate statistical methods or as a solution step for problems such as multicollinearity. Because CPCA which has a very popular usage in the literature is negatively affected by the presence of outliers in dataset, scientists are increasingly interested in the development of its alternatives. Croux and Haesbroeck [1] show that robust PCA (RPCA) can be easily done by calculating the eigenvalues and eigenvectors of a robust estimator of the correlation or covariance matrix. This approach works well when the number of variables is small enough. A different approach to obtaining RPCA is proposed by Croux and Ruiz-Gazen [2]. This approach is expressed as a RPCA based on a projection pursuit (PP). It is useful in situations where the number of variables is greater than the number of observations and in the analysis of high-dimensional dataset. Among other proposals for RPCA are the orthogonal PCA method developed by Maronna [3] and spherical PCA method developed by Locantore et al. [4]. Alkan et al. [5] examined if the missing value imputation methods can be used as an alternative approach to the RPCA. Alkan [6] also adapted minimum covariance determinant (MCD) method using the jackknife resampling approach and he examined the impacts of the changes resulting from this adaptation on RPCA based on MCD.

The easiest way to obtain robust principal components is to replace their robust estimates with classical estimates of location and scale parameters. Devlin et al. [7] and Campbell [8] have used M estimators of location and scale parameters. However, the fact that M estimators have low breakdown points at high dimensions have reduced the use of these estimators in recent studies. MCD method proposed by Rousseeuw [9] gives robust estimators of multivariable position and scale parameters. It yields robust results up to outlier rate of 50%. Therefore, estimation of location and scale parameters for a multivariate dataset can be done using the MCD method, which provides a high breakdown
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point. The robust version of the PCA can be obtained by substituting the $\mu$ and $\Sigma$ parameters with $\hat{\mu}$ and $\hat{\Sigma}$ robust estimates [10].

Other approaches used in the presence of outliers in the dataset are based on fuzzy logic. Fuzzy modeling and fuzzy statistical approaches are alternative approaches that can be used if problems such as uncertainty, missing data and outliers are encountered. In recent years, many fuzzy statistical approaches such as fuzzy regression, fuzzy clustering, and fuzzy PCA have been proposed. PCA is generally applied to crisp dataset. But, Lauro and Palumbo [11], Zimmermann [12], Taheri [13], Douzal-Chouakria et al. [14], Viertl [15], Calcagni et al. [16] have extended by a number of adaptations of the CPCA method for the analysis of fuzzy, interval, and symbolic dataset in their studies. In addition to these studies, it is possible to find many studies in the literature on fuzzy PCA based on fuzzy clustering. This issue was addressed by Bezdek et al. [17], Dumitrescu et al. [18], Pop et al. [19], Sarbu and Pop [20], Yang and Wang [21], Sarbu and Pop [22], Sarbu and Pop [23], Sarbu and Pop [24].

In this study, a new approach to robust Fuzzy PCA is proposed, which combines the power of both robust and fuzzy methods at the same time and collects these two approaches under the framework of PCA. The proposed method, Robust Principal Component Analysis based Fuzzy Coded Data (RPCA-FCD), uses a robust covariance matrix based on MCD instead of the classical data covariance matrix and fuzzy coded data. For the proposed approach, we evaluate a real dataset and three artificial dataset with different outlier rates in terms of changes in the outlier rates and increasing in the sample size. According to the proposed approach, the dataset is re-coded in a fuzzy way. And then the original dataset is weighted with these obtained fuzzy codes. After this process, RPCA based on MCD method is applied to the modified version of dataset. This approach is called as RPCA-FCD in this study.

In the second part of the work, basic theoretical concepts about fuzzy coded data are mentioned. In the following chapters, basic concepts and required mathematical theory are given for CPCA and RPCA based on MCD, respectively. Methods are examined in detail in the previous sections are applied to Daudin’s milk composition dataset as the real dataset and the three artificial dataset obtained in the context of the scenarios based on different outlier ratios in the applications of artificial and real dataset section of the study. Finally, the seventh section concludes this article yielding some findings and suggestions for future extensions of proposed approach.

2. FUZZY CODED DATA

Fuzzy coding was proposed by Guitonneau and Roux [25]. Guitonneau and Roux [25] conducted studies on correspondence analysis. The idea of fuzzy coding is also used in the application areas of multivariate statistical methods in the following years [26, 27]. In this study, a triangular membership function is used to obtain fuzzy coded data. This function is defined as

$$f(x; a, b, c) = \begin{cases} 
0, & x \leq a \\
\frac{x - a}{b - a}, & a < x \leq b \\
\frac{c - x}{c - b}, & b < x < c \\
0, & c \leq x 
\end{cases}$$

with the parameters $a$, $b$ and $c$ correspond to the minimum, average, and maximum values of $x$, respectively. With this function, the dataset is converted into fuzzy codes ranging from 0 to 1. In the literature there are membership functions such as Trapezoidal, Gaussian and Cauchy which can be an alternative to triangular membership function [26, 28, 29].
3. CLASSICAL PRINCIPAL COMPONENT ANALYSIS

CPCA is a multivariate method that aims to reduce the dimension by finding \( k \) linear combination of the original variable \( p \), \( k < p \) which allows better summarization and interpretation of the dataset. The principal components correspond to the vectors in directions that maximize the variance of the projected data on this \( k \) linear combination [30].

We firstly define CPCA for a data matrix, \( X = X_{n,p} \in \mathbb{R}^{n \times p} \). The \( p \)-dimensional observations in \( X \) are shown with \( x_1, \ldots, x_n \). The loadings of PCs are located in the columns of the estimated orthogonal loadings matrix \( P \). Loadings matrix \( P \) and mean \( \hat{\mu} \), projecting the centered \( X \) on the new directions give the scores matrix \( T = (X - 1_n \hat{\mu})P \), with \( 1_n \), a \( n \times 1 \)-dimensional column vector consisting of \( n \) ones. CPCA can be defined as a finding \( \hat{\mu} \) and \( P \) providing that the scores have the maximum variance and unrelated. While CPCA directions correspond to the eigenvectors of the classical covariance matrix \( S \) of \( X \), the variance of the data projected on each of the eigenvectors correspond to the eigenvalues of \( S \). If the variances of the original variables show big differences, the dataset should be standardized. Usually, \( k < p \) dimensions are required to describe the information in the dataset. There are several approaches to choosing the number of principal components, \( k \). One of the simplest and most popular approaches is to use a scree plot. This chart gives decreasing eigenvalues versus their index. The number of PCs corresponds to the broken points in the graph. The number of important PCs is determined by this way. And then, the first \( k \) columns of \( P \) are used and indicated as

\[
P_{p,k} = [p_1, \ldots, p_k]
\] [31].

4. ROBUST PRINCIPAL COMPONENT ANALYSIS BASED ON MCD

As the CPCA is based on the sample covariance matrix, observations that take place in the dataset and move very far in the general structure of the dataset may lead to totally biased and unreliable results. Even a single outlier can disrupt an entire process. In the event of disrupt, the first principal component with the greatest variance explanatory rate changes direction towards outliers. This may cause a more swollen variability than it is actually exist. In other words, it can lead to over-optimistic eigenvalues and a high total variance explained proportions that cannot actually exist. These problems can be overcome by using robust methods for PCA [32].

MCD method is used for finding robust estimate of covariance matrix when the number of variables, \( p \) is less than the number of observations, \( n \) [9, 33, 34]. This method is very popular due to its high degree of robustness against outliers and it is also the fastest algorithm developed recently in terms of computation [35]. We consider the \( h \)-dimensional sub-clusters of the entire dataset consisting of \( n \) observations to describe the MCD estimator. \( h \)-value determines the robustness of the estimator and at least \( [((n + p + 1)) / 2] \) should be taken as a lower bound. The MCD estimator tries to find the optimal \( h \)-subset which have minimum covariance determinant of these subclusters. The estimate of location parameter \( \hat{\mu}_{MCD} \) is given by the mean of the optimal \( h \)-subset, and the estimate of scale parameter \( \hat{\Sigma}_{MCD} \) is given by its covariance matrix. The MCD estimator has \( (n - h + 1)/n \) breakdown point value [34].

5. ROBUST PRINCIPAL COMPONENT ANALYSIS BASED FUZZY CODED DATA

RPCA-FCD is described as robust PCA based on MCD of new dataset weighted with fuzzy coded data obtained by using the triangular membership function. The proposed algorithm in this context is given below.
Proposed RPCA-FCD Algorithm

Step 1. With the aid of the triangular membership function, the dataset is re-coded.

Step 2. The original dataset is weighted with the fuzzy codes obtained by re-encoding.

Step 3. For weighted new dataset,

Step 3.1. Find the combination (n, h).

Step 3.2. For sub-clusters with each h example,

Step 3.2.1. Calculate the sample covariance matrix.

Step 3.2.2. Calculate sample covariance matrix determinant.

Step 4. Select the sub-cluster with the smallest determinant. Find the sample mean vector and sample covariance matrix of this subset.

From this algorithm, \( \hat{\mu}_{MCD} \) and \( \hat{\Sigma}_{MCD} \) multivariate location and scale estimates are obtained. The approach based on these estimates is called as RPCA-FCD.

6. APPLICATIONS OF ARTIFICIAL AND REAL DATASET

In this study, Daudin's milk composition dataset was used as a real dataset to compare the performance of CPCA, RPCA based on MCD and our proposed RPCA-FCD in the presence of outliers in the dataset. Also, these methods are examined on three artificial dataset obtained in the direction of scenarios created according to rates of different outliers. In artificial dataset, we examine the actions of the methods in a low dimension (p=5, n=30, 100) for two scenarios and in a high dimension (p=30, n=1000) situation for one scenario. The robustbase, rrcov and rrcovHD libraries included in the R statistical software were used for analysis [36, 37, 38]. A program written in R is used to evaluate for proposed RPCA-FCD. For the evaluation of proposed RPCA-FCD approach, we used the program that we wrote in R.

Artificial dataset 1- low dimensional (p=5, n=30, 100) situation, scenario 1

In artificial dataset 1 we examine the actions of the methods in a low dimensional (p=5, n=30, 100) situation. In dataset 1, we generated data points from the \( p \)-variate multivariate normal distribution \( N_5([5 10 7 2 1], \text{diag}[100 20 8 4 2]) \) and outliers in different proportions (10%, 20%, 30%) were generated from multivariate t distribution with 5 degrees of freedom \( (T_5) \).

<table>
<thead>
<tr>
<th>%10 Outliers</th>
<th>%20 Outliers</th>
<th>%30 Outliers</th>
</tr>
</thead>
<tbody>
<tr>
<td>PC1</td>
<td>PC2</td>
<td>CVEP*</td>
</tr>
<tr>
<td>n=30</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CPCA</td>
<td>0.3706</td>
<td>0.2934</td>
</tr>
<tr>
<td>RPCA</td>
<td>0.5656</td>
<td>0.2919</td>
</tr>
<tr>
<td>RPCA-FCD</td>
<td>0.4346</td>
<td>0.4077</td>
</tr>
<tr>
<td>n=100</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CPCA</td>
<td>0.3337</td>
<td>0.2203</td>
</tr>
<tr>
<td>RPCA</td>
<td>0.7640</td>
<td>0.1495</td>
</tr>
<tr>
<td>RPCA-FCD</td>
<td>0.5970</td>
<td>0.3490</td>
</tr>
</tbody>
</table>

* Cumulative Variance Explained Proportion

When the artificial dataset 1 is analyzed by CPCA, RPCA and RFPCA methods, the findings are presented in Table 1. According to Table 1, in the presence of 10% outliers and in the case of n = 30,
according to the cumulative total variance explained proportion of the first two principal components, RPCA-FCD shows no improvement when compared to RPCA. However, if the outlier rates increase to 20% and 30%, it is shown that the proposed approach RPCA-FCD performs better than RPCA. In this case, if the ratio of outliers is approximately 10%, RPCA method can be useful. But, if ratio of outliers is about 20% and 30%, RPCA-FCD should be preferred. In the case of n = 100, for 10%, 20% and 30% outlier ratios, RPCA-FCD performed well. As a result, when the outliers ratio is more than 20%, the use of RPCA-FCD is recommended.

**Artificial dataset 2- low dimensional (p=5, n=30, 100) situation, scenario 2**

In artificial dataset 2 we examine the actions of the methods in a low dimensional (p=5, n=30,100) situation. We generated data points from the 5-variate multivariate standard normal distribution \( N_5(\mathbf{0}, \mathbf{I}) \), and outliers in the different proportions (10%, 20%, 30%) were generated from multivariate t distribution with 5 degrees of freedom (\( T_5 \)).

<table>
<thead>
<tr>
<th>%10 Outliers</th>
<th>%20 Outliers</th>
<th>%30 Outliers</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PC1</td>
<td>PC2</td>
</tr>
<tr>
<td>n=30</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CPCA</td>
<td>0.3368</td>
<td>0.2837</td>
</tr>
<tr>
<td>RPCA</td>
<td>0.4415</td>
<td>0.3318</td>
</tr>
<tr>
<td>RPCA-FCD</td>
<td>0.4133</td>
<td>0.2793</td>
</tr>
<tr>
<td>n=100</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CPCA</td>
<td>0.2548</td>
<td>0.2358</td>
</tr>
<tr>
<td>RPCA</td>
<td>0.2891</td>
<td>0.2224</td>
</tr>
<tr>
<td>RPCA-FCD</td>
<td>0.3459</td>
<td>0.2564</td>
</tr>
</tbody>
</table>

* Cumulative Variance Explained Proportion

When the artificial dataset 2 is analyzed by CPCA, RPCA and RPCA-FCD methods, the findings given in Table 2 are obtained. It is seen that the results obtained from Table 2 strongly support the results presented in Table 1 obtained from artificial dataset 1. According to Table 2, in the presence of 10% outliers, in the case of n = 30, according to the cumulative total variance explained proportion of the first two dimensions, RPCA-FCD shows no improvement when compared to RPCA. However, if the outlier rates increase to 20% and 30%, it is shown that the proposed approach RPCA-FCD performs better than RPCA. In this case, if the ratio of outlier observations is approximately 10%, RPCA method can be useful. But, if ratio of outliers is about 20% and 30%, RPCA-FCD should be preferred. In the case of n = 100, for 10%, 20% and 30% outlier ratios, RPCA-FCD performed well.

**Artificial dataset 3 -High dimensional (n=1000, p=30) situation, scenario 3**

In artificial dataset 3 we examine the actions of the methods in a high dimensional (p=30, n=1000) situation. We generated data points from the p-variate multivariate standard normal distribution \( N_p(\mathbf{0}, \mathbf{I}) \), and outliers in the proportion of 30% were generated from multivariate t distribution with 5 degrees of freedom (\( T_5 \)).

When the artificial dataset 3 is analyzed by CPCA, RPCA and RPCA-FCD methods, the findings given in Table 3 were obtained. When the findings presented in Table 3 are examined, it is seen that the proposed RPCA-FCD approach works well in the analysis of high-dimensional dataset.
Table 3. Artificial dataset 3 - High dimensional (n=1000, p=30) situation, scenario 3

<table>
<thead>
<tr>
<th></th>
<th>PC1</th>
<th>PC2</th>
<th>PC3</th>
<th>PC4</th>
<th>PC5</th>
<th>PC6</th>
<th>PC7</th>
<th>PC8</th>
<th>PC9</th>
<th>PC10</th>
<th>CVEP*</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPCA</td>
<td>0.0509</td>
<td>0.0442</td>
<td>0.0400</td>
<td>0.04262</td>
<td>0.04153</td>
<td>0.04082</td>
<td>0.03943</td>
<td>0.03881</td>
<td>0.03740</td>
<td>0.0366</td>
<td>0.4164</td>
</tr>
<tr>
<td>RPCA</td>
<td>0.0471</td>
<td>0.04543</td>
<td>0.04426</td>
<td>0.04262</td>
<td>0.044188</td>
<td>0.04033</td>
<td>0.03966</td>
<td>0.03807</td>
<td>0.03775</td>
<td>0.0366</td>
<td>0.4138</td>
</tr>
<tr>
<td>RPCA-FCD</td>
<td>0.0504</td>
<td>0.04778</td>
<td>0.04497</td>
<td>0.04483</td>
<td>0.04225</td>
<td>0.04021</td>
<td>0.03991</td>
<td>0.03933</td>
<td>0.03791</td>
<td>0.0367</td>
<td>0.4243</td>
</tr>
</tbody>
</table>

*Cumulative Variance Explained Proportion

Real Dataset- Daudin’s milk composition dataset (p=8, n=86), 20 % Outliers

In the study, for demonstrating the functionality of the RPCA-FCD, Daudin et al. (1988)’s milk composition dataset are selected for real data application. A number of investigators such as Todorov et al. [39], Atkinson [40], Rock and Woodruff [41] have used Daudin's milk composition dataset as a sample dataset for comparison with classical methods to validate proposed approaches in literature for detecting outliers and examining robust statistical inferences. For this reason, this dataset is selected for application in our study. Adjusted quantile method is used to determine the multivariate outliers in the dataset. The adjusted quantile compares the difference between the distribution function of the chi-square distribution and the empirical distribution of the quadratic robust distance [42]. With this method, 18 observations (20%) are found as outliers. Daudin’s milk composition dataset is analyzed by CPCA, RPCA based on MCD and proposed RPCA-FCD respectively and obtained results are presented in Table 4. It is seen that CPCA explained 77.12% of the total variance with the first two major components. However, it would not make sense to use CPCA as a criterion, since there are 18 outliers (20%) in the dataset, and in the presence of outliers, the CPCA may swell in variance explanatory ratios and may change the direction of the first major component. RPCA method explains 87.13% of the total variance with the first two major components. This method is a robust method if there are observations that are outliers in dataset. When compared to CPCA, it gives us a better approach. Another result given in Table 4 is that the total variance explanation ratio obtained by proposed RPCA-FCD has the maximum total variance explanation ratio with 92.45%. In this case, if the results in Table 4 are examined, it can be seen that the use of the proposed RPCA-FCD approach instead of CPCA and RPCA methods in the presence of outliers in the dataset is more appropriate. It is seen that this result also supports the results of different artificial dataset analysis, which are covered by three different scenarios.

Table 4. Real Data- (p=8, n=86) situation, 20 % Outliers

<table>
<thead>
<tr>
<th></th>
<th>PC1</th>
<th>PC2</th>
<th>CVEP*</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPCA</td>
<td>0.6306</td>
<td>0.1406</td>
<td>0.7712</td>
</tr>
<tr>
<td>RPCA</td>
<td>0.5929</td>
<td>0.2785</td>
<td>0.8713</td>
</tr>
<tr>
<td>RPCA-FCD</td>
<td>0.8265</td>
<td>0.0980</td>
<td>0.9245</td>
</tr>
</tbody>
</table>

*Cumulative Variance Explained Proportion
7. CONCLUSIONS

In this study, we have proposed RPCA-FCD approach, which improves the results of robust PCA used in the presence of outliers in multivariate dataset. In comparison with CPCA and RPCA based on MCD, the proposed RPCA-FCD approach is more robust in the presence of outliers, for the analysis of both low dimensional and high dimensional dataset. The efficiency of the proposed approach was examined on one real dataset and three different scenarios having artificial dataset. Examining the positive or negative effects of the use of different membership functions on the proposed approach in the fuzzy coding process can be considered as a future study.
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