Optimum Design of Compression Spring According to Minimum Volume Using Grey Wolf Optimization Method
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ABSTRACT

Optimization of machine elements is both an important issue and an intensive study topic in engineering. Design of compression springs according to minimum weight or volume is a sample problem in this area. Various optimization methods such as particle swarm optimization, genetic algorithm are applied to the problem. Grey Wolf optimization (GWO) method, one of the least nature-inspired algorithms, mimics the hunting and leadership hierarchy of grey wolves. The method has attracted attention for a short time due to its successful performance in engineering applications. In this study, GWO was applied to the design of compression springs with minimum volume. The performance of the GWO was compared with the optimization methods used for solving the same problem in previous studies. The results of the study show that the GWO provides very successful results for the design of compression springs with minimum volume.
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ÖZET

1. Introduction

Engineering Design can be expressed as the activities conducted to create the product that meets the well-defined needs in physical solution space. When these activities are being carried out, there is a process continuously renewed. The designer, during the design, develops a preliminary design of the system based on experiences, perceptions or some basic mathematical analyses. Analyses are made to determine whether or not the preliminary design is acceptable.

Design optimization consists of specific objectives (objective functions), a search field (feasible solutions), a search process (optimization methods). Suitable solutions are a set of all designs that are characterized by all possible values of the design parameters (design variables) [1]. The optimization method searches for the optimum design out of all feasible designs. There are many applications where optimum design methods are useful in system design [2].

Mechanical design involves an optimization process that considers designers to always meet their specific objectives (strength, bending, weight, wear, corrosion, etc.) [1]. Most mechanistic optimal design problems are difficult to be solved with traditional optimization algorithms because they involve specific problem limitations [9]. In recent years, many new generation optimization algorithms have been applied in addition to traditional methods to solve mechanical design optimization problems. Evolutionary algorithms are general population based meta-heuristic optimization algorithms. Genetic Algorithm (GA), Particle Swarm Optimization (PSO), Artificial Bee Colony (ABC) and Ant Colony Optimization (ACO) are among the popular evolutionary algorithms [1]. Evolutionary algorithms are preferred in optimization problems as they have better global search capabilities compared to traditional optimization algorithms [3].

Springs are one of the machine elements that have functions such as flexibility, energy absorption, vibration isolation and mitigating shock. When designing a general spring, trace and cut methods are generally used to determine factors such as load, deflection, number of active turns, and average diameter of spring wire [12]. Springs are structural elements designed to protect and store energy and mechanical work based on the principle of flexible deformation of the material. These are among the components of the heaviest loaded machines and are usually used as follows [11]:

- For energy absorbing and control and reversing devices,
- The inhibitors of static and dynamic forces,
- Elements for the formation of power joints,
- Shock absorbers with anti-vibration protection,
- Control and measuring devices

Springs are optimized according to the minimum volume or minimum weight requirements depending on where they are used. The problem of optimization of the springs with respect to the minimum volume is solved by different optimization methods considering different studies within the scope of nonlinear optimization problems. From these, Sandgren proposed non-linear branch and boundary algorithms based on integer programming [10]. Deb and Goyal used a combined genetic search technique (GeneAS) that combines binary and real-coded genetic algorithms [4]. He and his colleagues have tried to solve the problem with particle swarm optimization [9].

In this study, the optimal design of the compression spring with respect to the minimum volume was carried out by using Grey-Grey Wolf Optimization (GWO) method, which is a rather new meta-heuristic optimization method compared to other evolutionary algorithms. In the study, GWO is introduced and the performance of the GWO is tested in the design of the compression spring with respect to the minimum volume commonly used in mechanical design optimization. The optimization problem used for testing was first described by Sandgren [10]. The problem was then solved by different researchers using different optimization methods [9, 6, 4]. It was investigated whether an improvement was possible by comparing the previous works with the GWO method developed in the study.

2. Grey Wolf Optimization Method

The Grey Grey Wolf Optimization (GWO) algorithm was developed by Mirjalili et al., inspired by the hierarchy and hunting method of the wild grey wolves [7]. In the herd hierarchy of grey wolves, individuals play one of the roles of alpha, beta, delta and omega. Alpha is the leader; the group follows its instructions. Alpha is not the most powerful member of the group but should be the best in terms of managing the group. Beta is the second most dominant individual in the herd. When following the Alpha, he rules the others. The third most dominant
individual in the herd is the Delta. Beta and delta must respect the individual in the positions above and should instruct other lower level individuals. Beta and Delta reinforce the commands of Alpha throughout the herd and give feedback to Alpha. Omega is the lowest grade grey wolf. He is the last resort to benefit from the prey. Omega may appear to be "not an important individual in the herd," but the absence of the omegas can cause various imbalances and issues in the herd.

In addition to the social hierarchy of grey wolves, group hunting is an interesting form of social behaviour of grey wolves [5]. Group hunting consists of the following steps:

- Tracing, tracking and approaching the prey
- Chase, siege and harass until the prey is immobilized
- Attack on the prey

**GWO Algorithms**

The main parts of the GWO consist of siege, hunting, and attacking the prey. Mirjalili has mathematically modelled this hunting technique and social hierarchy of grey wolves with the algorithm he has developed. The mathematical model consists of social hierarchy, chasing, siege, and attacking the prey.

**Social Hierarchy**

In order to mathematically model the social hierarchy of the grey wolves, alpha (α) has been considered as the most appropriate solution in the herd [8]. After the Alpha the second best solution is named Beta (β) and the third best solution is named Delta (δ). The remaining solutions are assumed to be Omega (ω). In the GWO algorithm hunting (optimization) is guided by α, β and δ. Delta (ω) wolves follow these three wolves. The hunted (prey) represents the optimum solution in the solution space.

**Encircling**

The grey wolf hunts his prey in a siege. The siege continues during hunting. In GWO, the behaviour of siege of the wolf is expressed by the following equations:

\[ \vec{D} = |\vec{C} \cdot \vec{X}_p(t) - \vec{X}(t)| \]  
(1)

\[ \vec{X}(t+1) = \vec{X}_p(t) - \vec{A} \cdot \vec{D} \]  
(2)

In the equation t, expresses the current iteration, \( \vec{A} \) and \( \vec{C} \) coefficient vectors, and \( \vec{X}_p \) position vector of the prey.

Vectors are calculated in the below equations:

\[ \vec{A} = 2\vec{d} \cdot \vec{r}_1 - \vec{a} \]  
(3)

\[ \vec{C} = 2 \cdot \vec{r}_2 \]  
(4)

Here, components of \( \vec{a} \) is reduced linearly from 2 to 0 throughout the iteration. The vectors \( \vec{r}_1 \) and \( \vec{r}_2 \) are random vectors in the interval [0,1]. The results of the equations 1 and 2, a two-dimensional position vector and some of the possible neighbours are shown in Figure 1. As can be seen in Figure 1, the grey wolf in the \( (X, Y) \) position can update the position \( (X*, Y*) \) according to the position of its prey.

By setting the value of \( \vec{A} \) and \( \vec{C} \) vectors, different locations around the best unit relative to the current position can be reached. For example, \( (X*, Y*) \) can be reached by setting the vectors \( \vec{A} = (1,0) \) and \( \vec{C} = (1,1) \). The random vectors \( \vec{r}_1 \) and \( \vec{r}_2 \) allow the wolves to reach any point between the points shown in Figure 1. Thus, a grey wolf can update its position around the predator in any random place with the help of equations [7].

**Hunting**

Grey wolves have the ability to recognize and surround the prey. However, the optimum solution to reach the location of the prey that is the hunt is not known in the solution space. For this reason, Alpha, Beta, and Delta, the three individuals with the best value in the herd, are assumed to be the closest individuals to the prey. The other members of the herd update their next positions according to the positions of these three individuals.
To mathematically simulate the hunting behaviour of the grey wolves it is assumed that Alpha (the best candidate solution), Beta and Delta have better knowledge of the potential location of the prey. For this reason, the first three best solutions obtained are recorded. The system forces other search agents to update their location based on the location of the best search agents. In this context, the following equations are used to update the positions of the individuals in the herd:

$$D_a^t = |\bar{c}_1 \cdot X_a^t - \bar{X} |$$  (5)
$$D_b^t = |\bar{c}_2 \cdot X_b^t - \bar{X} |$$  (6)
$$D_d^t = |\bar{c}_3 \cdot X_d^t - \bar{X} |$$  (7)
$$X_1^t = X_a^t - A_1 \cdot (D_a^t)$$  (8)
$$X_2^t = X_b^t - A_2 \cdot (D_b^t)$$  (9)
$$X_3^t = X_d^t - A_3 \cdot (D_d^t)$$  (10)
$$\bar{X}(t+1) = \frac{X_1^t + X_2^t + X_3^t}{3}$$  (11)

Figure 2 shows how an Omega updates its position relative to Alpha, Beta and Delta in the 2D search space. The final location can be observed to be in a random location within a circle defined by the locations of Alpha, Beta, and Delta in the search area. In other words, Alpha, Beta and Delta estimate the position of the prey and other wolves randomly update their position around the prey.

**Exploration (Search for Prey)**

Grey Wolves often search in accordance with the locations of Alpha, Beta and Delta. They separate to look for the prey and get closer to the prey. In order to mathematically model the separating state, random values smaller than or greater than 1 are used, which are defined as A to distinguish the search agent from the prey. This emphasizes the state of exploration and allows the GWO algorithm to be searched globally. $|A|>1$ situation shown in Figure 1 forces the grey wolves to leave the prey to find a more suitable prey.

To summarize, the search starts with creation of a random population of grey wolves (candidate solutions) in the GWO algorithm. Along the repeats, Alpha, Beta, and Delta wolves estimate the likely location of the prey. Each candidate solution updates the distance between the prey and the wolf. To emphasize exploration and operation, the parameter a is reduced from 2 to 0 during iterations. Whereas the random values of $\bar{A}$ can be $[-1, 1]$ the next position of a search agent (grey wolf-search agent) can be any position between the current position and the position of the prey. As shown in Figure 1, when $|A|<1$, it forces wolves to attack their prey.

**Attacking**

As mentioned above, when the prey stops, the wolves attack the prey and end the hunting. For the mathematical modelling of approaching the prey in the algorithm, the value of $\bar{a}$ is reduced. $\bar{A}$ is a random value in the range $[-a, a]$, where a is reduced from 2 to 0 during iterations. Whereas the random values of $\bar{A}$ can be $[-1, 1]$ the next position of a search agent (grey wolf-search agent) can be any position between the current position and the position of the prey. As shown in Figure 1, when $|A|<1$, it forces wolves to attack their prey.

**3. Application: Optimisation Of Compression Spring With Respect To Minimum Volume**

In the study, the basic dimensions (d, D, N) of the compression spring with respect to the minimum volume are optimized. The problem was previously solved by Sandgren [10], He et al. [9], Lampinen and Zelinka [6] and Deb and Goyal [4] in different optimization methods. Three design variables have been defined for describing the compression spring problem. As shown in Figure 3, the spring wire diameter $d=X_1$, the average outer diameter $D=X_2$ and the number of active turns $N=X_3$. 

![Figure 2: Location update in GWO (7)](image)
The problem identified in the study is the real-world optimization problem involving discrete, integer and continuous design variables. The challenge is to minimize the volume of the spring compression under static load. There are three different design variants, D: continuous, N is an integer, and d is a variable with 42 possible values given in Table 1. The objective function of the problem is formulated as shown in equation 12.

\[ f(x) = \frac{\pi^2 x_1 x_2^2 (x_3 + 2)}{4} \]  

(12)

Other specifications of the problem are as follows:
- Maximum working load \( F_{\text{max}} = 1000.0 \text{lb} \);
- Maximum free length of spring \( l_{\text{max}} = 14.0 \text{in} \);
- Minimum wire diameter of spring is \( d_{\text{min}} \);
- Permissible maximum slip resistance \( S = 189000.0 \text{psi} \);
- Maximum outer diameter of the spring \( D_{\text{max}} = 3.0 \text{in} \);
- Preload applied for compression \( F_p = 300.0 \text{lb} \);
- Maximum permissible deviation under preload \( \sigma_{\text{pm}} = 6.0 \text{in} \);
- Deviation from preload position to maximum load position \( \sigma_w = 1.25 \text{in} \);
- Shear modulus of the material is \( G = 11.5 \times 10^6 \text{psi} \).

Variables of the design \((x_1, x_2, x_3)\) are limited in the below figure:

\[ 0.2 \geq x_1 \geq 1, 0.6 \geq x_2 \geq 3, 1 \geq x_3 \geq 70 \]

4. Conclusion And Discussion

In this study, the problem was exploited by the codes used by Mirjalili's work [7] for solution with GWO. In the existing codes, the adaptation function according to Equation 12 and necessary adaptations have been made considering the constraints stated in Equation 13 and 20.

Performance studies were conducted with MATLAB 2016b software on a Windows 10 x64 machine with Intel (R) Core (TM) i7 3.3 GHz CPU and 8 GB of RAM.

In this study, the number of populations was determined as 30 and the number of iterations (repeats) as 300. The algorithm was run 100 times and the best result obtained is presented in Table 2 in comparison with previous studies. As seen in Table 2, the optimum value obtained with GWO is almost the same as previous studies. However, as seen in the performance curve in Figure 4, the best value can be obtained at the end of 238 iterations in arithmetic mean with GWO. This means that the suitability function was called up to 7140 times in the average. This value is 15000 in the work of He et al. (2004) and 26000 in the works of Lampinen and Zelinka (1999). The arithmetic mean of best value for 100 runs is the 2.6902 and standard deviation is 0.0572. In terms of the runtime, the average CPU time of the algorithm is measured as 1281 ms.

In the study, GWO was applied for the first time to solve the problem of the design of springs with respect to the minimum volume. According to previous studies, the method produced better results. In optimizing springs with respect to minimum volume, the supremacy of GWO over previous studies proved itself in its speed. GWO can produce solutions about four times faster than previous studies. In very low iterations, it converges to the optimal solution. The speed, consistency and statistical performance of the GWO show that it is a method that can be used in the optimization of machine elements.
Table 1: Possible Spring Wire Diameters

<table>
<thead>
<tr>
<th>Spring Wire Diameter (d – in.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.009</td>
</tr>
<tr>
<td>0.015</td>
</tr>
<tr>
<td>0.028</td>
</tr>
<tr>
<td>0.072</td>
</tr>
<tr>
<td>0.162</td>
</tr>
<tr>
<td>0.283</td>
</tr>
</tbody>
</table>

Table 2: Optimum solutions for compression spring

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>X_1(d)</td>
<td>0.283</td>
<td>0.283</td>
<td>0.283</td>
<td>0.283</td>
<td>0.283</td>
</tr>
<tr>
<td>X_2(d)</td>
<td>1.180701</td>
<td>1.226</td>
<td>1.223041</td>
<td>1.223041</td>
<td>1.2230413690</td>
</tr>
<tr>
<td>g(x)</td>
<td>-54.309</td>
<td>-713.510</td>
<td>-1008.811</td>
<td>-1008.773</td>
<td>-1008.773</td>
</tr>
<tr>
<td>g(x)</td>
<td>-8.8187</td>
<td>-8.933</td>
<td>-8.9456</td>
<td>-8.9456</td>
<td>-8.9456</td>
</tr>
<tr>
<td>g(x)</td>
<td>-0.08298</td>
<td>-0.083</td>
<td>-0.083</td>
<td>-0.083</td>
<td>-0.083</td>
</tr>
<tr>
<td>g(x)</td>
<td>-1.8193</td>
<td>-1.491</td>
<td>-1.777</td>
<td>-1.777</td>
<td>-1.776</td>
</tr>
<tr>
<td>g(x)</td>
<td>-1.1723</td>
<td>-1.337</td>
<td>-1.3217</td>
<td>-1.3217</td>
<td>-1.3217</td>
</tr>
<tr>
<td>g(x)</td>
<td>-5.4643</td>
<td>-5.461</td>
<td>-5.4643</td>
<td>-5.4643</td>
<td>-5.4642</td>
</tr>
<tr>
<td>g(x)</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>g(x)</td>
<td>0.0000</td>
<td>-0.009</td>
<td>0.0000</td>
<td>-0.0000</td>
<td>-0.0000</td>
</tr>
<tr>
<td>f(x)</td>
<td>2.7995</td>
<td>2.665</td>
<td>2.65856</td>
<td>2.65856</td>
<td>2.65855</td>
</tr>
</tbody>
</table>
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