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ABSTRACT

Human-robot interaction (HRI) is a significant area of interest in robotics which has attracted a wide variety of studies in recent years. In order to provide natural human-robot interaction, robots will have to acquire the skills to detect and to integrate meaningfully information from multiple modalities. In this paper, a practical speech-controlled mobile robot car system is presented and discussed. In this study the developed Hidden Markov Model (HMM) with separate word recognition system and real-time control were obtained on a mobile robot. Mel-Frequency Cepstral Coefficients (MFCC) were applied as features for the control design of mobile robot. In the study, 270 speech commands (İLERİ=forward, GERİ=backward, DUR=stop, SAĞA=right, SOLA=left) which are collected from 54 different people were applied to a series of mathematical operations and 12 cepstral coefficients were derived. Therefore, a database was generated by 12 cepstral coefficients. Thus, HMM model was trained and tested according to database. Speech data were classified in two groups as 90% training data and 10% test data. The recognition success rate of test commands was measured 94%.
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1. INTRODUCTION

Human robot interaction (HRI) is a multidisciplinary field with the contributions from human computer interaction, artificial intelligence, robotics, natural language understanding, design, and social sciences. Today, robots are often described as artificial agents with detectable capacity by researchers. The use of robots is most widespread for serial and automatic production in factories. Today, however, the use of robots is becoming increasingly widespread in all types of workplaces and in critical workspaces. This is further accelerated by the increasing use of robotics and robot learning. Thanks to the development of technology and science, humans and robots can interact to make them useful in more useful and critical tasks. Robot movements are also determined by robot detection in human robot communication. This is known as sensory motor coordination [1, 2]. Until today, many researchers have searched for social relationships between humans and robots. For example, Kismet was developed for studying early caregiver-infant interaction [3]. Also, a robot that stands in a line [4] and a robot that talks with multiple people [5] have been developed. Furthermore, various communicative behaviors using a robot's body have been discovered, such as a joint-attention mechanism [6]. Also, one of the most important issues of HRI studied by researchers is speech recognition. Speech recognition is a technology where the system understands the words (not its meaning) given through speech. Speech synthesis is the key technologies for HRI systems, and the interactive robot is one of the most typical and important applications to be realized in HRI systems. Communication between man and machine should be basically written or verbal. That is, a robot should be able to receive written or verbal commands. There must be a natural interaction between human and robot. It also provides the ability to transfer information while receiving direct feedback during the interaction. The humankind communicates with robots using different dialects and vocabulary. Therefore, robots should know the language of the person.
who is in communication and learn new words. Even the robots should know the dialect of the person who is in contact. In other words, robots should have the ability to speech recognition. Speech recognition is the process of automatically recognizing spoken words of a person based on information in the voice signal during speech. Recognition technique makes it possible to the speaker’s voice to be used in verifying their identity and control access to services. The most popular spectral based parameter used in recognition approach is the Mel Frequency Cepstral Coefficients called MFCC [7, 9]. Today, automatic speech recognition systems are considered as potential computation models of these cognitive skills. Despite the huge advances of automatic speech recognition in the last decade, all conventional automatic speech recognition systems still perform substantially worse than humans [10, 11]. Today, the availability of large speech databases has increased. Thus, by applying statistical learning algorithms, it is possible to construct speech synthesis systems called database or corpus based approach. These systems can be trained automatically. In addition, these systems not only produce natural and high-quality synthetic speech, but can also produce audio features of the original speaker. In order to create such a system, hidden Markov Models (HMMs) have increased in popularity. HMMs are successfully applied for modeling the sequence of speech spectra in speech recognition systems. The performance of HMM based speech recognition systems has been improved by techniques that use the flexibility of HMMs. These techniques are context dependent modeling, dynamic property parameters and mixture of Gaussian densities, binding mechanism, speaker and environment adaptation techniques. Many speech synthesis systems can synthesize high quality speech. However, speech synthesis systems still cannot synthesize speech, including voice features, such as speech styles, emotions. In speech synthesis systems based on the selection and combination of acoustic units, a large amount of speech data is required to obtain various audio features. However, collecting these speech data is rather difficult and time consuming. An HMM based speech synthesis system is proposed to generate speech synthesis systems that can produce various voice features [12, 13].

In this paper, a practical speech controlled mobile robot car system is proposed. The proposed speech controlled mobile robot car simultaneously processes speech, integrates perceptual models for robot audition, thus it moves in the direction of the speech command. Speech recognition process of mobile robot car was created in real time with the help of the Matlab program without using the toolkit. In addition to this, instead of a word based speech recognition, a phoneme based speech recognition system is used. The authors have introduced a Speech Controlled Robot (SCR) based on Mel frequency cepstral coefficient (MFCC) and Hidden Markov model (HMM). The system works in several systematic steps; Design of mobile robot car, Signal pre-processing, Feature extraction, Speech Recognition. When the operations specified in this work are done in sequence, Human–robot interaction will be provided via speech commands.

2. MATERIALS AND METHODS

2.1. Design of Mobile Robot Car

Speech Controlled Robot (SCR) is a mobile robot whose motions can be directed by the user by giving speech command. Therefore, pertinent electric motors take action and SCR moves according to speech command. Mechanic drive system of the SCR is formed available two gear-boxes with two wheels. To move of gear-boxes used in two DC motors as showed in Figure 1.
The software of the speech command is designed by using Matlab. Giving speech commands to PC microphone are processed by Matlab. According to the results of speech command algorithm, electrical signals are transmitted to DC motors via Arduino Mega 2560 used as DAQ card. Motion forms of DC motors, according to the defined commands, are given by Table 1.

Table 1 State of the DC Motors

<table>
<thead>
<tr>
<th>Turkish commands in this study</th>
<th>DC Motor 1</th>
<th>DC Motor 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>İLERİ</td>
<td>Forward</td>
<td>Forward</td>
</tr>
<tr>
<td>GERİ</td>
<td>Back</td>
<td>Back</td>
</tr>
<tr>
<td>DUR</td>
<td>Stop</td>
<td>Stop</td>
</tr>
<tr>
<td>SOLA</td>
<td>Stop</td>
<td>Forward</td>
</tr>
<tr>
<td>SAĞA</td>
<td>Forward</td>
<td>Stop</td>
</tr>
</tbody>
</table>

Design and software of SCR are created to perform 90 degree rotation. In the rotation direction, one of the motors will be stopped during rotation, other motor will be moved in determined working time. Thus, SCR turns to intended direction.

2.2. Signal pre-Processing

Speech command recognition process starts with the determination of command limits and features which are the best way to represent command progress. In this stage, the speech command signals are prepared for smooth playback, followed by high-pass filtration and segmentation. During signal pre-processing, the following steps were included [14]:

Filtering: To exceed a certain energy threshold of the signal from the user indicating the start of the audio signal. Drops below a certain energy threshold indicate that the audio signal has been terminated. Speech command signals were filtered using a high-pass filter to remove unwanted low-frequency components. To prevent unwanted noise from the outside passing audio data is made available to the segmentation.
Segmentation: Segmentation operations are applied to determine the commands in the area where speech data recorded after the filtering process. Islets occurs in the speech data after the filtering process. The largest of these islands constitutes our speech command signal. Other islands are deleted.

2.3. Feature Extraction

The feature extraction is the calculation of a set of feature vectors that provides a compact representation of the speech signal. There are a few feature extraction methods to use in speech recognition. Today, features that are commonly used as MFCC (Mel Frequency Cepstral Coefficients) which represents the human voice in a better way [15]. In this study, The Mel Frequency Cepstral Coefficients (MFCC) algorithm was used. This algorithm is presented in Figure 2 block diagram.

![Figure 2. Procedure of MFCC](image)

Speech signal is divided into frames, each having the same period. These frames intersect in certain areas. Then all of the frames are passed from windowing algorithms called as Hamming Windowing. Thus, the calculation of coefficients has characteristics divided into frames and windowing signals facilitate and thus, a continuous signal is obtained. In this study, the audio signals were separated into frames of 25 ms in length, overlapping 15 ms. And each frame 25 ms length was windowed by a Hamming Windowing (Figure 3). Sampling rate is 44100 Hz.

![Figure 3. (a) Speech frame (b) 25 ms Hamming Window (c) Marked status of Speech signal](image)

Mathematical expression of Hamming Windowing is given as [16];

$$w(n) = 0.54 - 0.46 \cos \left[ \frac{2\pi n}{(N - 1)} \right] \quad N - 1 \geq n \geq 0$$

In the next step, amplitude spectrum of windowing signal is obtained by Fast Fourier Transform (FFT). A Fast Fourier Transform (FFT) is applied to convert the speech segment of N samples from the time domain to the frequency domain. Mathematical expression for N pieces data is given as [16];
Mel scale is linearly up to 1 kHz, after 1 kHz it is expressed logarithmically on a scale at varying intervals. Given $f$ (Hz) frequency in the following equation should be used to express the frequency scale [14];

$$f_{mel} = 2595 \log_{10}(1 + f_{linear} / 700)$$  \hspace{1cm} (4)

Sign calculated amplitude spectrum is passed from the mel scale filter bank in a next step. The Mel scale filter bank consists of linear filters up to 1 kHz, in case higher than 1 kHz frequencies, it consists of logarithmically placed triangle filters. In Figure 4 is shown mel scale filter bank. The signal is passed through a mel scale filter set located at a frequency range of 0-22050 Hz.

After the logarithm of the amplitude spectrum was obtained, passing back to the time setting with discrete cosine transform coefficients MFCC 12 was obtained. Thus, a filter much more similar to human ear is obtained. The number of features have been increased to 36 with the first and second derivatives of the 12 features.

2.4. Speech Recognition

5 types of speech commands collected from 54 different people was determined as "forward, reverse, stop, turn right and turn left". These various types of speech commands were used for HMM (Hidden Markov model) modeling. HMM is one of the successful techniques for acoustic modeling due to its analytical ability in the speech phenomenon and its accuracy in practical speech recognition systems. Five models of speech command were trained individually by HMM and unknown input speech command signals were classified automatically by the trained models. HMM model parameters are estimated in the training phase by maximum likelihood based using training data sets [17, 18].

HMM models used in the application are necessary to solve three basic problems. These problems; what is the observation likelihood, to estimate most likely hidden case sequence and how to re-adjust the model parameters.
In this study, sequence likelihood of HMM is observed with forward algorithm. In an HMM model given \( \lambda = (\pi, A, B) \) parameters and for observation series \( O = O_1, O_2, O_3, ..., O_T \) of this model \( P(O \mid \lambda) \) the probability of the observation sequence forward algorithm \( \alpha_t(i) \),

\[
\alpha_t(i) = \Pr(O_1, O_2, ..., O_t, q_t = S_i \mid \lambda) \tag{5}
\]

According to the \( \lambda \) model, \( \alpha_t(i) \) that forward variable is probability of the \( O_1, O_2, ..., O_T \) partial observation sequence at \( S_i \) situation in \( t \) time. \( \alpha_t(i) \) variable is solved by an inductive method as given below [19, 20].

i. Starting-Giving the first value

\[
\alpha_1(i) = \Pr(O_1, q_1 = S_i \mid \lambda) = \Pr(O_1 \mid q_1 = S_i, \lambda) \Pr(q_1 = S_i, \lambda)
\]

\[
\alpha_t(i) = \pi_i b_i(O_t), \quad t=1, \ 1 \leq i \leq N \tag{6}
\]

ii. Iteration

\[
\alpha_{t+1}(j) = \sum_{i} \alpha_t(i) b_j(O_{t+1}), \quad 1 \leq t \leq T-1, 1 \leq j \leq N \tag{7}
\]

iii. Termination

\[
P(O_T \mid \lambda) = \sum_{i=1}^{N} \Pr(O, q = S_i \mid \lambda) = \sum_{i=1}^{N} \alpha_T(i) \tag{8}
\]

This step gives as the sum of the latter feed forward variable of \( P(O \mid \lambda) \) account required

\[
\alpha_t(i) = \Pr(O_t, O_{t+1}, ..., O_T, q_t = S_i \mid \lambda) \tag{9}
\]

The next step for \( O_1, O_2, O_3, O_T \) observation sequence and \( \lambda \) model, is to select the case sequence \( Q = q_1, q_2, q_3 \) which explains these observations in the most appropriate form. A formal method depends on the dynamic programming technique of Viterbi Algorithm used to find the case sequence. Finally, we show how to change the model parameters \( \lambda = (\pi, A, B) \) to maximize \( P(O \mid \lambda) \) probability. The Baum-Welch algorithm is used in predicting the parameter \( \lambda = (\pi, A, B) \) to maximize the probability of \( P(O \mid \lambda) \) locally.

### 3. RESULTS

Firstly, 5 different commands were obtained from 54 different people to use in mobile robot application. Each sample phrase is taken from one person, a total of 270 speech data were collected (Table 2).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sampling rate</td>
<td>44100Hz, 16 bits</td>
</tr>
<tr>
<td>Database</td>
<td>Isolated 5 Turkish words</td>
</tr>
<tr>
<td>Total Data</td>
<td>270</td>
</tr>
<tr>
<td>Speakers</td>
<td>54</td>
</tr>
<tr>
<td>Window type</td>
<td>Hamming</td>
</tr>
</tbody>
</table>

Table 2. Some of the system parameters
Records taken for the training and testing were pretreated. High-pass filter is applied to the obtained speech data to prevent the unwanted low-frequency signs. The data over a certain threshold are extracted. After applying a high pass filter to audio files, the findings are shown in red (Figure 5). The filtering process is completed by adding the opposite sign of the obtained data as a result of the high pass filtering process.

**Figure 5.** (a) Original speech command (b) The speech command prepared high-pass filter

After the filtering process; the segmentation of the speech data is performed. The segmentation of the filtered speech data may cause multiple islands to occur. The largest island is defined as the desired speech command. The obtained result of filtering and segmentation processes speech command is shown in Figure 6.

**Figure 6.** The speech command after prepared pre-processing
After determining the boundaries of speech commands, voice features are obtained and stored in the training database. In this study, the 36 features are used for determining the characteristics of speech data. MFCC which based on FFT (Fast Fourier Transform) is a numerical analysis method used to mimic the perception of the human ear. The MFCC is much less affected from the changes and structure of the sound waves according to the other methods. The algorithm uses 12 features of the MFC confident. The response to a speech command is the 12 different MFC that is shown in Figure 7. Also, 1st and 2nd derivatives of MFC confidents are used as a feature and the number of features is determined as 36 in this study. Confidents stored in the database is obtained and stored to be used later in the testing phase.

Classification with high accuracy of speech commands requires an efficient feature extraction and classification. The command recognition system consists of two schemes. The first phase of the model is the training phase, the second is the testing phase. HMM model parameters $\lambda = (\pi, A, B)$ are calculated for each speaker in the training phase of the training data. The model parameters are obtained by calculating the Baum-Welch (Forward-Backward) algorithm. The number of cases which used in the training phase of the system is chosen as 15. These values have been selected on the basis of experience. In the testing phase, the test data was applied to the input of the command recognition system and Viterbi algorithm is used to define the most likely sequence of cases.

This makes the model maximum likelihood and determines which of the test data is on command in the database. Speech data were classified in two groups as 90% training data and 10% test data. The data used for training phase was not used in the test phase. Recognition success rate, obtained by test data was found as 94%. In Table 3 is shown used parameters and test results.
Table 3. Speech recognition test results

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>MFCC</td>
<td>12</td>
</tr>
<tr>
<td>Models Training &amp; Recognition</td>
<td>HMM</td>
</tr>
<tr>
<td>Training data</td>
<td>243</td>
</tr>
<tr>
<td>Test data</td>
<td>27</td>
</tr>
<tr>
<td>Success rate</td>
<td>94%</td>
</tr>
</tbody>
</table>

4. DISCUSSION AND CONCLUSIONS

In this study is carried out application of human robot interaction with the help of real-time speech recognition algorithm. When mobile robot system is run, the speech command automatically is analyzed in every three seconds in order to control the mobile robot. When speech-controlled mobile robot car system (SCR) is run, the speech command automatically is analyzed in every three seconds in order to control the SCR. The system asks you to say a command by directing users and the movement of the SCR is provided by obtained a new data from the command recognition. In this study, the speech command recognition algorithm based on HMM and MFCC has been developed successfully in order to select the right speech command of the mobile robot. In this paper, three basic problems of HMM algorithm are solved to be used real-world application. For solution of the first problem, HMM model parameters $\lambda = (\pi, A, B)$ are calculated using Baum-Welch (Forward-Backward) algorithm. For solution of the second problem, Viterbi algorithm is used to define the most likely sequence of hidden cases and the lastly maximum likelihood model is used to re-adjust the model parameters.

A phoneme based speech recognition system is used instead of a word based speech recognition. Phoneme numbers and similar phonemes used in word affect speech recognition success rate. There are 29 phonemes in Turkish alphabet but the amount of sound is much more than due to different accent. This is an important condition to collect the data. The speech recognition success rate of the selected words was found as 94%. It was observed that the recognition success of the words was affected by environmental noises. In order to increase the performance of the speech recognition success rate, it is possible to perform operations such as noise reduction by using different software before processing speech data to the recognition algorithm.

Mobility of the improved SCR has 5 different positions. Because of the system is trainable, angular rotations can be achieved by increasing the number of instructions and the different functions can be added to the system. For future studies it may be suggested that to practice isolated speech or continuous speech with the length of medium word or larger word. And also it can be experienced for Turkish language.
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