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Abstract
In this study are investigated harmonically convex stochastic processes which are an extensions of convex stochastic processes. Suitable examples are also given for these types of processes. In addition, in this case a harmonic convex stochastic process is increasing or decreasing, the relation with convexity is revealed. The concepts of convexity and inequality have an important place in literature, since it provides a broader setting to study the optimization and mathematical programming problems. The obtained results in this study are necessary to compare the maximum and minimum values of of a stochastic process with the expected value of its which has a probability density function, is particularly harmonic convex. Therefore, Hermite-Hadamard type inequalities for harmonically convex stochastic processes and some boundaries for these inequalities are obtained. There are used as methods concepts of mean-square continuity, mean-square differentiability, mean-square integrability and monotonicity for stochastic processes in this study.
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1. Introduction

It is well known that, for every real convex function \( f \) on the interval \([a,b]\), we have

\[
\frac{f(a) + f(b)}{2} \leq \frac{1}{b-a} \int_a^b f(x) \, dx \leq f\left(\frac{a+b}{2}\right).
\]

These are celebrated Hermite-Hadamard inequalities. In probabilistic words, they say that

\[
f(EX) \leq c_E f(X) \leq c_{E\star} f(X\star), \quad f \in C_{cx}
\]

where \( E \) denotes mathematical expectation, \( X \) (respectively, \( X\star \)) is a random variable having the uniform distribution on the interval \([a,b]\) (respectively, on the set \([a,b]\)), and \( C_{cx} \) is the set of all real convex functions on \([a,b]\); \( \leq_{cx} \) stands for the so called convex order of random variables (J. de la Cal et al, (2006)).

Convexity of sets and functions are extremely simple notions to define, so it may be somewhat surprising the depth and breadth of ideas that these notions give rise to. It turns out that convexity is central to a vast number of applied areas, including Statistical Mechanics, Thermodynamics, Mathematical Economics, and Statistics, and that many inequalities, including Hölder’s and Minkowski’s inequalities, are related to convexity (Simon, (2011)).

More than twenty years after Hermite’s work was published, J. L. W. V. Jensen, the celebrated Danish engineer and mathematician, anticipated in 1906:

“It seems to me that the notion of convex function is about as fundamental that these: positive function, increasing function. If I’m not mistaken in this, the notion will have to find its place in the exhibitions of the theory of real functions”

the concept of convex functions has indeed found an important place in Modern Mathematics as can be seen in a large number of research articles and books devoted to the field these days. In this context, the Hermite-Hadamard inequality, which, we can say, is the first fundamental result for convex functions with a natural geometrical interpretation and many applications, has attracted and continues to attract much interest in elementary mathematics.

Many mathematicians have devoted their efforts to generalise, refine, counterpart and extend it for different classes of functions such as: quasi-convex functions, Godunova-Levin class of functions, log-convex and r−convex functions, p−functions, etc or apply it for special means (p−logarithmic means, identric mean, Stolarsky means, etc) (Beckenbach, et al,(1961))

Since the publications of the two papers in 1905 and 1906 by J. L. W. V. Jensen, the theory of convex functions has experienced a rapid development. This can be attributed to several causes: first, a great many areas in modern analysis directly or indirectly involve the application of convex functions; secondly, convex functions are closely related to the theory of inequalities, and many important inequalities are consequences of the applications of convex functions. For example, the important AG inequality or the general inequality between means of orders rand s, such as Holder’s and Minkowski’s inequalities, are all consequences of Jensen’s inequality for convex functions. As a result, the topic of convex functions has been treated extensively in the classical book by Hardy, Littlewood, and Polya, Beckenbach, Bellman and Mitrinovic. An earlier book that is devoted solely to inequalities for convex functions was written by Pecaric in 1987 (Josip et al, (1992))

The field of stochastic processes is essentially a branch of probability theory, treating probabilistic models that evolve in time. It is best viewed as a branch of mathematics, starting with the axioms of probability and containing a rich and fascinating set of results following from those axioms. Although the results are applicable to many areas, they are best understood initially in terms of their mathematical structure and interrelationships. Applying axiomatic probability results to a real-world area requires creating a probability model for the given area. Mathematically precise results can then be derived within the model and translated back to the real world. If the model fits the area sufficiently well, real problems can be solved by analysis within
the model. However, since models are almost always simplified approximations of reality, precise results within the model become approximations in the real world. Choosing an appropriate probability model is an essential part of this process. Sometimes an application area will have customary choices of models, or at least structured ways of selecting them. For example, there is a well-developed taxonomy of queueing models. A sound knowledge of the application area, combined with a sound knowledge of the behavior of these queueing models, often lets one choose a suitable model for a given issue within the application area. In other cases, one can start with a particularly simple model and use the behavior of that model to gain insight about the application, and use this to iteratively guide the selection of more general models. An important aspect of choosing a probability model for a real-world area is that a prospective choice depends heavily on prior understanding, at both an intuitive and mathematical level, of results from the range of mathematical models that might be involved (Galleger, (2013))

There are various ways to define stochastic monotonicity and convexity for stochastic processes, and it is of great importance in optimization, especially in optimal designs, and also useful for numerical approximations when there exist probabilistic quantities in the literature.

In 1980 Nikodem proposed convex stochastic processes and gave some properties which are also known for classical convex functions. Jensen-convex, $\lambda$-convex stochastic processes were introduced by Skowronski in 1992. In 2012 Kotrys extended the classical Hermite-Hadamard inequality to convex stochastic processes. There are many studies in recent years on some types of convexity for stochastic processes and Hermite-Hadamard inequalities for related convex stochastic processes in the literature.

The author’s findings led to our motivation to build our work. The main goal is to introduce harmonically convex stochastic processes. Moreover, we prove Hermite-Hadamard type inequalities for harmonically convex stochastic processes and obtain some important results for these processes.

2. Methods

There are as methods concepts probability theory, random variables, probability measure, and types of convergence as follows:

Probability theory is a fundamental pillar of modern mathematics with relations to other mathematical areas like algebra, topology, analysis, geometry or dynamical systems. As with any fundamental mathematical construction, the theory starts by adding more structure to a set $\Omega$.

In a similar way as introducing algebraic operations, a topology, or a time evolution on a set, probability theory adds a measure theoretical structure to $\Omega$ which generalizes “counting” on finite sets: in order to measure the probability of a subset $A \subset \Omega$, one singles out a class of subsets $\mathcal{I}$, on which one can hope to do so. This leads to the notion of a $\sigma$-algebra $\mathcal{I}$. It is a set of subsets of $\Omega$ in which on can perform finitely or countably many operations like taking unions, complements or intersections. The elements in $A \subset \Omega$ are called events. If a point $\omega$ in the “laboratory” $\Omega$ denotes an “experiment”, an “event” $A \in \mathcal{I}$ is a subset of $\Omega$, for which one can assign a probability $P[A] \in [0,1]$.

The probability measure $P$ has to satisfy obvious properties like that the union $A \cup B$ of two disjoint events $A, B$ satisfies $P[A \cup B] = P[A] + P[B]$ or that the complement $A_c$ of an event $A$ has the probability $P[A_c] = 1 - P[A]$.

If $\Omega$ is a subset of an Euclidean space like the plane, $P[A] = \int_A f(x, y) \, dxdy$ for a suitable nonnegative function $f$, we are led to integration problems in calculus.

Actually, in many applications, the probability space is part of Euclidean space and the $\sigma$-algebra is the smallest which contains all open sets. It is called the Borel $\sigma$-algebra. An important example is the Borel $\sigma$-algebra on the real line.
Given a probability space \((\Omega, \mathcal{F}, P)\), one can define random variables \(X\). A random variable is a function \(X\) from \(\Omega\) to the real line \(\mathbb{R}\) which is measurable in the sense that the inverse of a measurable Borel set \(B\) in \(\mathbb{R}\) is in \(\mathcal{F}\). The interpretation is that if \(\omega\) is an experiment, then \(X(\omega)\) measures an observable quantity of the experiment.

In probability theory, where functions are often denoted with capital letters, like \(\sum f = \infty \rightarrow f \sim f\), statements like that the probability of the set of real numbers with \(\sum \rightarrow \mathcal{L}\sqrt{\mathcal{L}}, f \Rightarrow a\) discrete distributions for which \(\text{types of distrib}\) construction of a probability space with exactly this distribution function. There are two important does not reveal the structure of the probability space for example. But the function \(X\) allows the construction of a probability space with exactly this distribution function. There are two important types of distributions, continuous distributions with a probability density function \(f_x = F'_x\) and discrete distributions for which \(F\) is piecewise constant.

The law \(\mu_x\) of the random variable is a probability measure on the real line satisfying

\[\mu_x(s) = P\{X \leq s\}\]

Given the fundamental notion of expectation one can define the variance,

\[\text{Var}[X] = E[X^2] - E[X]^2\]

and the standard deviation \(\sigma[X] = \sqrt{\text{Var}[X]}\) of a random variable \(X\) for which \(X^2 \in \mathcal{L}\).

\(X\) can be described well by its distribution function \(F_x\). This is a real-valued function defined as

\[F_x(s) = P[X \leq s]\]

on \(\mathbb{R}\), where \(\{X \leq s\}\) is the event of all experiments \(\omega\) satisfying \(X(\omega) \leq s\).

The distribution function does not encode the internal structure of the random variable \(X\); it does not reveal the structure of the probability space for example. But the function \(F_x\) allows the construction of a probability space with exactly this distribution function. There are two important types of distributions, continuous distributions with a probability density function \(f_x = F'_x\) and discrete distributions for which \(F\) is piecewise constant.

The law \(\mu_x\) of the random variable is a probability measure on the real line satisfying

\[\mu_x(s) = P\{X \leq s\}\]
\[ \mu_s ((a, b]) = F_x(b) - F_x(a). \]

By the Lebesgue decomposition theorem, one can decompose any measure \( \mu \) into a discrete part \( \mu_{pp} \), an absolutely continuous part \( \mu_{ac} \) and a singular continuous part \( \mu_{sc} \). Random variables \( X \) for which \( \mu_x \) is a discrete measure are called discrete random variables, random variables with a continuous law are called continuous random variables.

Inequalities play an important role in probability theory. The Chebychev inequality

\[ P(|X - E[X]| \geq c) \leq \frac{\text{Var}[X]}{c^2} \]

is used very often. It is a special case of the Chebychev-Markov inequality

\[ h(c) \cdot P(X \geq c) \leq E[h(X)] \]

for monotone nonnegative functions \( h \). Other inequalities are the Jensen inequality

\[ E[h(X)] \geq h(E[X]) \]

for convex functions \( h \), the Minkowski inequality

\[ \|X + Y\|_p \leq \|X\|_p + \|Y\|_p \]

or the H"older inequality

\[ \|XY\|_1 \leq \|X\|_p \cdot \|Y\|_q, \quad 1/p + 1/q = 1 \]

for random variables, \( X, Y \), for which \( \|X\|_p = E[|X|^p], \|Y\|_q = E[|Y|^q] \) are finite. Any inequality which appears in analysis can be useful in the toolbox of probability theory (Knill, (2008)).

Here, we would like to provide definitions of different types of convergence and discuss how they are related. Consider a sequence of random variables \( X_1, X_2, X_3, \ldots \), i.e., \( \{X_n, n \in \mathbb{N}\} \). This sequence might "converge" to a random variable \( X \). There are four types of convergence such that convergence in distribution, convergence in probability, convergence in mean, and almost sure convergence. These are all different kinds of convergence. A sequence might converge in one sense but not another. Some of these convergence types are "stronger" than others and some are "weaker".

Convergence in distribution is in some sense the weakest type of convergence. All it says is that the cumulative distribution function of \( X_n \)'s converges to the cumulative distribution function of \( X \) as \( n \) goes to infinity. It does not require any dependence between the \( X_n \)'s and \( X \). We saw this type of convergence before when we discussed the central limit theorem. To say that \( X_n \) converges in distribution to \( X \), we write \( X_n \overset{d}{\rightarrow} X \).

Convergence in probability is stronger than convergence in distribution. In particular, for a sequence \( X_1, X_2, X_3, \ldots \) to converge to a random variable \( X \), we must have that \( P(|X_n - X| > \epsilon) \) goes to 0 as \( n \to \infty \) for any \( \epsilon > 0 \). To say that \( X_n \) converges in probability to \( X \), we write \( X_n \overset{p}{\rightarrow} X \).

One way of interpreting the convergence of a sequence \( X_n \) to \( X \) is to say that the "distance" between \( X \) and \( X_n \) is getting smaller and smaller. For example, if we define the distance between \( X_n \) and \( X \) as \( P(|X_n - X| > \epsilon) \), we have convergence in probability. One way to define the distance between \( X_n \) and \( X \) is \( E(|X_n - X|^r) \), where \( r \geq 1 \) is a fixed number. This refers to convergence in mean. For convergence in mean, it is usually required that \( E|X_n|^r < \infty \). The most common choice is \( r=2 \), in which case it is called the mean-square convergence. Some authors refer to the case \( r=1 \) as convergence in mean.

Consider a sequence of random variables \( X_1, X_2, X_3, \ldots \) that is defined on an underlying sample space \( S \). For simplicity, let us assume that \( S \) is a finite set, so we can write \( S = \{s_1, s_2, \ldots, s_k\} \). Remember that each \( X_n \) is a function from \( S \) to the set of real numbers. Thus, we may write \( X_n(s)=X_{n,s} \) for \( i=1,2,\ldots,k \). After this random experiment is performed, one of \( s_i \) is outcome of the experiment, we
observe the sequence \(x_{t_0}, x_{t_2}, x_{t_3}, \ldots\). Since this is a sequence of real numbers, we can talk about its convergence. Almost sure convergence is defined based on the convergence of such sequences (Suhov, 2005).

The above mentioned mean-square convergence is used throughout this paper.

There are definitions of concepts such as mean-square continuity, mean-square differentiability, mean-square integrability and monotonicity for stochastic processes as follows.

Let’s see mathematical definition of a stochastic process:

**Definition 2.1.** Let \((\Omega, \mathcal{F}, P)\) be an arbitrary probability space. A function \(X: \Omega \to \mathbb{R}\) is called a random variable if it is \mathcal{F}-measurable. A stochastic process \(X: I \times \Omega \to \mathbb{R}\), where \(I \subset \mathbb{R}\) is an interval, is called a stochastic process if for every \(t \in I\) the function \(X(t, \cdot)\) is a random variable (Kotrys (2012)).

Let’s recall some important types of convexity for stochastic processes:

**Definition 2.2.** Let \((\Omega, \mathcal{F}, P)\) be an arbitrary probability space and \(I \subset \mathbb{R}\) be an interval. We say that a stochastic process \(X: I \times \Omega \to \mathbb{R}\) is

(i) convex if \(X(\lambda u + (1 - \lambda)v, \cdot) \leq \lambda X(u, \cdot) + (1 - \lambda)X(v, \cdot)\) for all \(u, v \in I\) and \(\lambda \in [0, 1]\),

(ii) \(\lambda\)-convex if \(X(\lambda u + (1 - \lambda)v, \cdot) \leq \lambda X(u, \cdot) + (1 - \lambda)X(v, \cdot)\) for all \(u, v \in I\) and \(\lambda\) is a fixed number on \((0, 1)\).

(iii) Jensen-convex if

\[
X\left(\frac{u+v}{2}, \cdot\right) \leq \frac{X(u, \cdot) + X(v, \cdot)}{2}
\]

for all \(u, v \in I\) (Kotrys (2012)).

Let’s give some basic definitions and notions about continuity concepts and differentiability for stochastic processes, mean-square integral of a stochastic process.

**Definition 2.3.** Let \((\Omega, \mathcal{F}, P)\) be an arbitrary probability space and \(I \subset \mathbb{R}\) be an interval. We say that a stochastic process \(X: I \times \Omega \to \mathbb{R}\) is called

(i) continuous in probability on \(I\) if for all \(t_0 \in I\) if

\[
P - \lim_{t \to t_0} X(t, \cdot) = X(t_0, \cdot),
\]

where \(P - \lim\) denotes limit in probability,

(ii) mean-square continuous on \(I\) if for all \(t_0 \in I\) if

\[
\lim_{t \to t_0} E[X(t, \cdot) - X(t_0, \cdot)]^2 = 0,
\]

where \(E[X(t, \cdot)]\) denotes expectation value of the random variable \(X(t, \cdot)\),

(iii) increasing (decreasing) if for all \(u, v \in I\) such that \(u < v\) if \(X(u, \cdot) \leq X(v, \cdot)\) \((X(u, \cdot) \geq X(v, \cdot))\),

(iv) monotonic if it is increasing or decreasing,

(v) mean-square differentiable at a point \(t \in I\) there is random variable \(X'(t, \cdot): I \times \Omega \to \mathbb{R}\) such that

\[
X'(t) = P - \lim_{t \to t_0} \frac{X(t, \cdot) - X(t_0, \cdot)}{t - t_0}.
\]
We say that a stochastic process \( X: I \times \Omega \rightarrow \mathbb{R} \) is continuous (differentiable) if it is continuous (differentiable) at every point of interval \( I \) (Kotrys (2012)).

**Definition 2.4.** Let \((\Omega, \mathcal{F}, P)\) be an arbitrary probability space and \( I \subset \mathbb{R} \) be an interval and \( X: I \times \Omega \rightarrow \mathbb{R} \) be a stochastic process with \( E[X(t\omega)] \leq \infty \) for all \( t \in I \). Let \([u, v] \subset I \), \( u = t_0 < t_1 < \ldots < t_n = v \) be a partition of \([u, v]\) and \( \theta_k \in [t_{k-1}, t_k] \) arbitrarily for \( k = 1, \ldots, n \). A random variable \( Y: \Omega \rightarrow \mathbb{R} \) is called mean-square integral of the process \( X(t, \cdot) \) on \([u, v]\) if the following identity holds (Kotrys (2012)):

\[
\lim_{n \to \infty} E\left( \sum_{k=1}^{n} X(\theta_k)(t_k - t_{k-1}) - Y \right)^2 = 0.
\]

Then we can write

\[
\int_{u}^{v} X(t, \cdot) dt = Y(\cdot).
\]

Mean-square integral operator is increasing, that is,

\[
\int_{u}^{v} X(t, \cdot) dt \leq \int_{u}^{v} Z(t, \cdot) dt
\]

where \( X(t, \cdot) \leq Z(t, \cdot) \) on \([u, v]\).

Now, we give the well-known Hermite-Hadamard integral inequality for convex stochastic processes (Kotrys (2012)):

**Theorem 2.1.** If \( X: I \times \Omega \rightarrow \mathbb{R} \) is Jensen-convex and mean square continuous in the interval \( I \times \Omega \), then for any \( u, v \in I \), \( u < v \) we have

\[
X\left( \frac{u + v}{2}, \cdot \right) \leq \frac{1}{v - u} \int_{u}^{v} X(t, \cdot) dt \leq \frac{X(u, \cdot) + X(v, \cdot)}{2}.
\]

3. Findings

The main subject of this paper is to extend some well-known result concerning harmonically convex functions to harmonically convex stochastic processes. Also, we purpose to obtain Hermite-Hadamard type inequalities for harmonically convex stochastic processes.

**Definition 3.1.** Let \( I \subset \mathbb{R} \setminus \{0\} \) be a real interval. A stochastic process \( X: I \times \Omega \rightarrow \mathbb{R} \) is said to be harmonically convex stochastic process, if

\[
X\left( \frac{\lambda u + (1 - \lambda) v}{\lambda u + (1 - \lambda) v}, \cdot \right) \leq \lambda X(\cdot) + (1 - \lambda) X(\cdot)
\]

for all \( u, v \in I \) and \( \lambda \in [0,1] \). If the inequality (1) is reversed, then \( X \) is said to be harmonically concave.

**Example 3.1.** Let \( X: (0, \infty) \times \Omega \rightarrow \mathbb{R} \), \( X(\cdot) = u \), and \( Y: (-\infty, 0) \times \Omega \rightarrow \mathbb{R} \), \( Y(\cdot) = u \), then \( X \) is a harmonically convex and \( Y \) is a harmonically concave stochastic process.

**Proposition 3.1.** Let \( I \subset \mathbb{R} \setminus \{0\} \) be a real interval and \( X: I \times \Omega \rightarrow \mathbb{R} \) be a stochastic process, then

- if \( I \subset (0, \infty) \) and \( X \) is convex and nondecreasing stochastic process then \( X \) is harmonically convex,
- if \( I \subset (0, \infty) \) and \( X \) is harmonically convex and nondecreasing stochastic process then \( X \) is convex,
- if \( I \subset (0, \infty) \) and \( X \) is harmonically convex and nondecreasing stochastic process then \( X \) is convex,
- if \( I \subset (0, \infty) \) and \( X \) is convex and nondecreasing stochastic process then \( X \) is harmonically convex.

The following result of the Hermite-Hadamard type inequalities holds.
Theorem 3.1. Let \( X: I \subset \mathbb{R} \setminus \{0\} \times \Omega \rightarrow \mathbb{R} \) be a harmonically convex stochastic process and \( a, b \in \mathbb{I}^0 \) with \( a < b \). If \( X \in L[a, b] \) then the following inequalities hold
\[
X \left( \frac{2ab}{a + b}, \frac{2uv}{u + v} \right) \leq \frac{ab}{b - a} \int_a^b X(t, \cdot) \frac{1}{t^2} dt \leq \frac{X(a, \cdot) + X(b, \cdot)}{2}. \tag{2}
\]
The above inequalities are sharp.

Proof. Since \( X: I \times \Omega \rightarrow \mathbb{R} \) is a harmonically convex stochastic process, we have, for all \( u, v \in I \) (with \( \lambda = 1/2 \) in the inequality (1))
\[
X \left( \frac{2uv}{u + v}, \frac{2uv}{u + v} \right) \leq \frac{1}{2} \left[ X \left( \frac{ab}{\lambda u + (1-\lambda) b}, \lambda u \right) + X \left( \frac{ab}{\lambda b + (1-\lambda) u}, \lambda b \right) \right].
\]
Further, integrating for \( \lambda \in [0,1] \) we have
\[
X \left( \frac{2uv}{u + v}, \frac{2uv}{u + v} \right) \leq \frac{1}{2} \left[ \int_0^1 X \left( \frac{ab}{\lambda u + (1-\lambda) b}, \lambda u \right) d\lambda + \int_0^1 X \left( \frac{ab}{\lambda b + (1-\lambda) u}, \lambda b \right) d\lambda \right]. \tag{3}
\]
Since each of the integrals is equal to
\[
\frac{ab}{b - a} \int_a^b \frac{X(t, \cdot)}{t^2} dt
\]
we obtain the left-hand side of the inequality (2) from (3). The proof of the second inequality follows by using (1) with \( u = a \) and \( v = b \) and integrating with respect to \( \lambda \) over \([0,1]\). Now, consider the stochastic process \( X: (0, \infty) \times \Omega \rightarrow \mathbb{R}, X(u, \cdot) = 1. \) Thus
\[
1 = X \left( \frac{uv}{\lambda u + (1-\lambda) u}, \lambda u \right) = \lambda X (u, \cdot) + (1 - \lambda) X (u, \cdot) = 1
\]
for all \( u, v \in (0, \infty) \) and \( \lambda \in [0,1] \). Therefore \( X \) is harmonically convex on \((0, \infty)\). We also have
\[
X \left( \frac{2ab}{a + b}, \frac{2ab}{a + b} \right) = \frac{1}{2} \int_a^b \frac{X(t, \cdot)}{t^2} dt = \frac{X(a, \cdot) + X(b, \cdot)}{2} = 1
\]
which shows us the inequalities (2) are sharp.

Lemma 3.1. Let \( X: I \subset \mathbb{R} \setminus \{0\} \times \Omega \rightarrow \mathbb{R} \) be a differentiable stochastic process on on \( \mathbb{I}^0 \) and \( a, b \in \mathbb{I}^0 \) with \( a < b \). If \( X' \in L[a, b] \) then
\[
\frac{X(a, \cdot) + X(b, \cdot)}{2} - \frac{ab}{b - a} \int_a^b \frac{X(t, \cdot)}{t^2} dt = \frac{ab(b-a)}{2} \int_0^1 \frac{1 - 2\lambda}{(ab + (1-\lambda) a)^2} X' \left( \frac{ab}{ab + (1-\lambda) a}, \lambda \right) d\lambda. \tag{4}
\]
Proof. Let
\[
A = \frac{ab(b-a)}{2} \int_0^1 \frac{1 - 2\lambda}{(ab + (1-\lambda) a)^2} X' \left( \frac{ab}{ab + (1-\lambda) a}, \lambda \right) d\lambda.
\]
By integrating by part, we have
\[
A = \frac{1 - 2\lambda}{2} X \left( \frac{ab}{ab + (1-\lambda) a}, \lambda \right) |_0^1 - \int_0^1 X \left( \frac{ab}{ab + (1-\lambda) a}, \lambda \right) d\lambda.
\]
Setting \( t = \frac{ab}{ab + (1-\lambda) a} \),
\[
A = \frac{X(a, \cdot) + X(b, \cdot)}{2} - \frac{ab}{b - a} \int_a^b \frac{X(t, \cdot)}{t^2} dt
\]
which completes the proof.
which gives the desired representation (4).

**Theorem 3.2.** Let \( X : I \subset (0, \infty) \times \Omega \rightarrow \mathbb{R} \) be a differentiable stochastic process on \( I^o \) and \( a, b \in I^o \) with \( a < b \), and \( X' \in L[a, b] \). If \( |X'|^q \) is harmonically convex on \([a, b]\) for \( q \geq 1 \), then

\[
\left[ \frac{X(a)+X(b)}{2} - \frac{ab}{b-a} \int_a^b X(t) \, dt \right] \leq \frac{ab(b-a)}{2} \lambda_1 \left[ \frac{1}{q} \left| \lambda_2 \right| X(a') \right]^q + \lambda_3 |X'(b')|^q \right]^{\frac{1}{q}}
\]

where

\[
\lambda_1 = \frac{1}{ab} - \frac{2}{(b-a)^2} \ln \left( \frac{(a+b)^2}{4ab} \right)
\]

\[
\lambda_2 = \frac{-1}{b(b-a)} + \frac{3a+b}{(b-a)^3} \ln \left( \frac{(a+b)^2}{4ab} \right)
\]

\[
\lambda_3 = \frac{1}{a(b-a)} - \frac{3b+a}{(b-a)^3} \ln \left( \frac{(a+b)^2}{4ab} \right) = \lambda_1 - \lambda_2.
\]

**Proof.** From Lemma 3.1 and using Hölder inequality, we have

\[
\left| X(a)+X(b) \right| \leq \frac{ab(b-a)}{2} \int_0^1 \frac{1-2\lambda}{|ab+(1-\lambda)a|^2} \left| X'(ab+(1-\lambda)a') \right| d\lambda
\]

\[
\leq \frac{ab(b-a)}{2} \left( I_0^1 \frac{1-2\lambda}{|ab+(1-\lambda)a|^2} d\lambda \right)^{\frac{1}{q}} \left( I_0^1 \frac{1-2\lambda}{|ab+(1-\lambda)a|^2} \left| X'(ab+(1-\lambda)a') \right|^q d\lambda \right)^{\frac{1}{q}}
\]

Hence, by harmonically convexity of \( |X'|^q \) on \([a, b]\), we have

\[
\left| X(a)+X(b) \right| \leq \frac{ab(b-a)}{2} \left( I_0^1 \frac{1-2\lambda}{|ab+(1-\lambda)a|^2} d\lambda \right)^{\frac{1}{q}} \left( I_0^1 \frac{1-2\lambda}{|ab+(1-\lambda)a|^2} \left| X'(ab+(1-\lambda)a') \right|^q d\lambda \right)^{\frac{1}{q}}
\]

\[
\leq \frac{ab(b-a)}{2} \lambda_1 \left( \frac{1}{q} \left| \lambda_2 \right| X(a') \right)^q + \lambda_3 |X'(b')|^q \right]^{\frac{1}{q}}
\]

It is easily check that

\[
I_0^1 \frac{1-2\lambda}{|ab+(1-\lambda)a|^2} d\lambda = \frac{1}{ab} - \frac{2}{(b-a)^2} \ln \left( \frac{(a+b)^2}{4ab} \right) = \lambda_1
\]

\[
I_0^1 \frac{1-2\lambda}{|ab+(1-\lambda)a|^2} d\lambda = \frac{-1}{b(b-a)} + \frac{3a+b}{(b-a)^3} \ln \left( \frac{(a+b)^2}{4ab} \right) = \lambda_2
\]

\[
I_0^1 \frac{1-2\lambda}{|ab+(1-\lambda)a|^2} d\lambda = \frac{1}{a(b-a)} - \frac{3b+a}{(b-a)^3} \ln \left( \frac{(a+b)^2}{4ab} \right) = \lambda_3 = \lambda_1 - \lambda_2
\]

**Theorem 3.3.** Let \( X : I \subset (0, \infty) \times \Omega \rightarrow \mathbb{R} \) be a differentiable stochastic process on \( I^o \) and \( a, b \in I^o \) with \( a < b \) and \( X' \in L[a, b] \). If \( |X'|^q \) is harmonically convex on \([a, b]\) for \( q > 1, \frac{1}{p} + \frac{1}{q} = 1 \), then

\[
\left[ \frac{X(a)+X(b)}{2} - \frac{ab}{b-a} \int_a^b X(t) \, dt \right] \leq \frac{ab(b-a)}{2} \left( \frac{1}{p+1} \left[ \mu_1 |X'(a')|^q + \mu_2 |X'(b')|^q \right]^{\frac{1}{q}} \right)
\]

where

\[
\mu_1 = \frac{a^{2-2q}b^{2-2q}|(b-a)(1-2q)-a|}{2(b-a)^2(1-q)(1-2q)}
\]

\[
\mu_2 = \frac{b^{2-2q}a^{2-2q}|(b-a)(1-2q)+b|}{2(b-a)^2(1-q)(1-2q)}
\]
Proof. From Lemma 3.1 and using Hölder inequality and the harmonically convexity of \( |X'|^q \) on \([a,b]\), we have
\[
\left| \frac{X(a)+X(b)}{2} - \frac{ab}{b-a} \int_a^b \frac{X(t)}{t^2} \, dt \right| \leq \frac{ab(b-a)}{2} \left( \int_0^1 \frac{1}{2} \left| X'(t) \right|^2 \, dt \right)^1 \left( \frac{1}{2} \int \frac{1}{(b+1-\lambda)t^2} \left| X'(\lambda) \right|^q \, d\lambda \right)^\frac{1}{q}.
\]
\[
\leq \frac{ab(b-a)}{2} \left( \frac{1}{p+1} \right)^\frac{1}{p} \int_0^1 \left( \frac{1}{2} \int \frac{1}{(b+1-\lambda)t^2} \left| X'(\lambda) \right|^q \, d\lambda \right)^\frac{1}{q} \left| X'(a) \right|^q + \left| X'(b) \right|^q \right| \left| \int \frac{1}{(b+1-\lambda)t^2} \left| X'(\lambda) \right|^q \, d\lambda \right|^\frac{1}{q}.
\]
where an easy calculation gives
\[
\int_0^1 \frac{1}{(b+1-\lambda)t^2} \, d\lambda = \frac{a^{2-2q+b^{-2q}[1-(1-2q)(1-q)]}}{2(b-a)^2(1-q)(1-2q)} = \mu_1,
\]
\[
\int_0^1 \frac{1}{(b+1-\lambda)t^2} \, d\lambda = \frac{b^{2-2q-b^{-2q}[1-(1-2q)(1-q)]}}{2(b-a)^2(1-q)(1-2q)} = \mu_2.
\]
Substituting two equations into the above inequality, the result in Theorem is obtained, which completes the proof.

4. Conclusion

In this paper, we propose an important extension of convexity for stochastic processes which is called harmonically convex stochastic processes. These concepts are particularly interesting from optimization viewpoint, since it provides a broader setting to study the optimization and mathematical programming problems. We also obtain the following Hermite-Hadamard type inequalities for harmonically convex stochastic processes under some suitable conditions:

\[
X \left( \frac{2ab}{a+b} \right) \leq \frac{ab}{b-a} \int_a^b \frac{X(t)}{t^2} \, dt \leq \frac{X(a)+X(b)}{2}.
\]

In probabilistic words, it can be interpreted briefly as follows:

\[
X(ET, \cdot) \leq \mu X(T, \cdot) \leq \mu X(T, \cdot), T \in C_{st}.
\]

Therefore, using Hermite-Hadamard type inequalities for harmonically convex stochastic processes are obtained some inequalities under some suitable conditions as follows:

\[
\left| \frac{X(a)+X(b)}{2} - \frac{ab}{b-a} \int_a^b \frac{X(t)}{t^2} \, dt \right| \leq \frac{ab(b-a)}{2} \left( \frac{1}{p+1} \right)^\frac{1}{p} \left| X'(a) \right|^q + \left| X'(b) \right|^q \right| \left| \int \frac{1}{(b+1-\lambda)t^2} \left| X'(\lambda) \right|^q \, d\lambda \right|^\frac{1}{q},
\]

\[
\left| \frac{X(a)+X(b)}{2} - \frac{ab}{b-a} \int_a^b \frac{X(t)}{t^2} \, dt \right| \leq \frac{ab(b-a)}{2} \left( \frac{1}{p+1} \right)^\frac{1}{p} \left| X'(a) \right|^q + \left| X'(b) \right|^q \right| \left| \int \frac{1}{(b+1-\lambda)t^2} \left| X'(\lambda) \right|^q \, d\lambda \right|^\frac{1}{q}.
\]

Namely, these results can be interpreted probabilistically as follows:

\[
\left| \mu X(T, \cdot) - X(T, \cdot) \right| \leq \frac{ab(b-a)}{2} \left| X'(a) \right|^q + \left| X'(b) \right|^q \right| \left| \int \frac{1}{(b+1-\lambda)t^2} \left| X'(\lambda) \right|^q \, d\lambda \right|^\frac{1}{q},
\]

\[
\left| \mu X(T, \cdot) - X(T, \cdot) \right| \leq \frac{ab(b-a)}{2} \left( \frac{1}{p+1} \right)^\frac{1}{p} \left| X'(a) \right|^q + \left| X'(b) \right|^q \right| \left| \int \frac{1}{(b+1-\lambda)t^2} \left| X'(\lambda) \right|^q \, d\lambda \right|^\frac{1}{q},
\]

where \( \mu \) denotes mathematical expectation, \( X \) (respectively, \( X^\prime \)) is a stochastic process having the harmonically distribution on the interval \([a,b]\) (respectively, on the set \([a,b]\)), and \( C_{st} \) is the set of all real convex stochastic processes on \([a,b] \); \( \mu X(T, \cdot) \) stands for the so called convex order of stochastic processes.

These above inequalities are necessary to compare the maximum and minimum values of of a stochastic process with the expected value of its which has a probability density function, is particularly harmonic convex.
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As special cases, one can obtain several new and correct versions of the previously known results for various classes of these stochastic processes. Applying some type of inequalities for stochastic processes is another promising direction for future research.
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