Credit Repayment Analysis Using Support Vector Machine And Principal Component Analysis
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INTRODUCTION

Bank and lenders are required to conduct credit analysis to determine the creditworthiness of customers who are applying for credit. These organizations apply a number of different methods in order to perform credit analysis with high accuracy, along with various statistical analysis tools. For this purpose, we will use the German Credit data set which is downloaded from UCI Machine Learning Repository open access based site. There are 1000 customer records in the data set and the credit status of these customers is encoded with the appropriate ones 1 and the credit status of these customers is encoded with the inappropriate ones 0. In the first step of this study, SVM analysis will be performed using 21 dependent variables and 1 independent variable in the data set. In the second step of this study, 21 dependent variables will be reduced by performing PCA analysis and SVM analysis will be performed with the dependent variables obtained after the PCA analysis. Will compare the performance of these two different analyzes in the outcome phase of the study.
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Abstract

Banks need to manage their risks in the best way in order to manage their money resources effectively and efficiently. Generally, credit risk is the uncertainty of the customer’s repayment status of the credit to be provided by the bank. In this context, giving credit is one of the most important functions of the banks and as well as one of the most risky tasks of the banks. Banks use various statistical techniques as data mining, fuzzy logic, regression analysis, classification analysis in order to minimize the risks that may arise in the repayment of the credit and they apply these techniques in their decision making systems. The use of all these techniques has one and the most important purpose is to classify the data set with the most appropriate algorithm.

It is seen that the accuracy of estimation of the results of analysis using SVM technique is higher than the other methods when studies on credit risk estimation are examined recently. In addition to credit prediction, the SVM analysis technique is successfully applied in many areas. This high prediction accuracy of the SVM technique is to determine how to draw the classifier boundary line between two groups in a plane. To draw this boundary line, the SVM draws close to each other and two parallel border lines in the data set and classify the data by approximating these two boundary lines and producing a common boundary line. The principal components analysis is a statistical analysis method which is used to separate the small number of unrelated variables called major components from the large data set. The purpose of the principal components analysis is to explain the minimum variance amount with the least number of main components. Principal component analysis is used for variable reduction on large data sets in many fields such as banking, finance, social research. When literature studies are examined, there are many studies on credit risk prediction using SVM.
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scoring model on deep learning and feature selection to assess the credit rating obtained from the applicant’s input characteristics [Ha, Nguyen, 2016]. Hongjiu, Yanrong, Wuchong in their study called “An Application of Support Vector Machine for Evaluating Credit Risk of Bank” they have implemented SVM as a kind of advanced feedback network and they have applied this technique to how commercial credits in banks would evaluate the credit risk [Hongjiu, Yanrong, Wuchong,]. Madhavi, Radhamani in their study called “Improving the credit scoring model of microfinance institutions by support vector machine” They are investigating Microfinance institutions’ credit scoring with a new non-parametric technique called Support Vector Machine [Madhavi, Radhamani]. Wu, Guo, Zhang, Xia in their study called “Study of Personal Credit Risk Assessment Based on Support Vector Machine Ensemble” they have introduced a SVM-based method based on fuzzy integral to distinguish the good creditor from the bad one [Wu, Guo, Zhang, Xia, 2010]. Dafincescu, in his study called “Learning Machines and Their Application in Credit Risk Prediction” focuses on early warning systems models, that are used to predict the default of a company based on patterns extracted from historical data [Dafincescu, 2013]. Min, Lee in their study called “Bankruptcy Prediction Using Support Vector Machine with Optimal Choice of Kernel Function Parameters” applies support vector machines (SVMs) to the bankruptcy prediction problem in an attempt to suggest a new model with better explanatory power and stability. To serve this purpose, they use a grid-search technique using 5-fold cross-validation to find out the optimal parameter values of kernel function of SVM [Min, Lee, 2005].

METHOD

Support Vector Machines

The main purpose of classification is to simplify the data and to provide users with more comprehensible information. Support vector machines are one of the effective and simple classification methods used for classification of data. The SVM was proposed by Boser, Guyon and Vapnik in 1992. The goal of a support vector machine is to find the optimal separating hyperplane which maximizes the margin of the training data.

SVM needs training data which means SVM is a both supervised learning algorithm and classification algorithm. Support vector machines can classify both linearly distinguishable and linearly indistinguishable data sets. With a proper conversion, the data can always be divided into two classes with a hyperplane. The hiperplane nearest learning data is called support vectors.

Notations and explanations mentioned below are quoted from source [Karagül, 2014]. For a classification problem of two classes, the primal model for SVM with flexible margins is expressed as:

\[
\min_{w, b} \quad \frac{1}{2} w^T w + C \sum_{i=1}^{N} \zeta_i \\
y_i (w^T t_i + b) \geq 1 - \zeta_i , i = 1, ..., N \\
\zeta_i \geq 0 , i = 1, ..., N 
\]

The dual model for problem is obtained as follows:

\[
\min_{\alpha} \quad \mathcal{L}(\alpha) = \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \alpha_i \alpha_j y_i y_j t_i^T t_j - \sum_{i=1}^{N} \alpha_i \\
\sum_{i=1}^{N} \alpha_i y_i = i = 1, ..., N \\
0 \leq \alpha_i \leq C , i = 1, ..., N 
\]

\[t_i, t_j\] variables are input vectors, \[y_i, y_j\] variables are output, \[\alpha\] is Lagrange parameter, \[C\] is the penalty parameter. However, what makes the SVM approach more effective is the core functions that match the input space to the attribute space. Commonly used core functions are Gauss, Polynomial, Sigmoid, Linear and Radial Base Core Function ( RBF).

The dual model due to the core function is expressed as:

\[
\min_{\alpha} \quad \mathcal{L}(\alpha) = \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \alpha_i \alpha_j y_i y_j K(t_i, t_j) - \sum_{i=1}^{N} \alpha_i \\
\sum_{i=1}^{N} \alpha_i y_i = i = 1, ..., N \\
0 \leq \alpha_i \leq C , i = 1, ..., N 
\]

As a result of solving the quadratic programming problem, the classifier prediction model obtained in the dual space is obtained as follows:

\[
\hat{y} = \sum_{i \in S} \alpha_i y_i K(t, t_i), i = 1, ..., \#SV 
\]

\[K_i\] denotes the kernel matrix, \(S\) denotes the set of support vectors, \#SV denotes the number of support vectors, and \(\hat{y}\) denotes the classifier estimate. With the obtained model, the classifier model can be used completely independent of the primal model.

Principal Component Analysis

Principal component analysis is the method of expressing the data set consisting of the original \(p\) variables with new variables that are fewer in number and linear components of these variables. The analysis of the principal components is called the method of describing the number of variables with correlation between them and expressing them with \(k\) variables that have no correlation and are linear components of the original variables in number less than \((k< p)\) the original number of variables. Eigenvalues and eigenvectors of the covariance matrix or the correlation matrix are found to find...
the linear components of the variable p in the data matrix. Principal component analysis has three main objectives:

- Reduce the size of the data
- Making estimation
- View the dataset for some analysis

As a result of the PCA analysis, the actual size of the p-dimensional space is determined. This real dimension is called principal component analysis. The principal components have three characteristics:

- Without correlation
- The first principal component is the variable that most describes the total variability.
- The next principal component is the variable that most explains the remaining variability.

The first principal component, $y_1 = a_1(x - \mu)^T$, the second principal component, $y_2 = a_2(x - \mu)^T$, and the remaining principal components can be defined as $y_{r_j} = a_{r_j}(x - \mu)^T$, and $c_j = \text{root}(\lambda_j, a_j)^T$, respectively.

**ANALYSIS MODEL DESIGN**

Real life problems are composed of many different components, and these highly variable components can sometimes not be linearly classified. At this point, the classification feature of non-classifiable components of SVM is used. Today SVM technique is used to solve many different real life problems.

In this part of the study, the German Credit Data Set, which will be primarily used for analysis, has been downloaded from the UCI Machine Learning Repository site. The Creditability field was selected as a dependent variable within the data set, while the other variables were selected as independent variables. In the first step, 1 independent variable and 21 dependent variable were used in the data set to construct the working model. SVM analysis was performed using these variables with SPSS Modeler software.

In the SVM analysis, the data set divided by 70% training will be 30% test. SVM analysis performed here showed 97.29% correct classification of training data and 69.67% of test data correctly.

**CONCLUSION**

With this study, SVM analysis was performed at the first stage with the information of the customers who have been previously applied for credit and have creditability information. As a result of this analysis, it is seen that 97.29% of the training data are correctly classified while 69.67% of the test data are correctly classified. In the second phase, we applied principal component analysis to our German credit data set which we used in our first analysis, and we performed SVM analysis again with the reduced variables we obtained. As a result of this analysis, we have seen that 90% of the training data are correctly classified and 73% of the test data are correctly classified. In the first SVM analysis, the correct classification rate of the training data is 97%, whereas in the second SVM analysis, the ratio drops to 90%. The first analysis showed that the test data were correctly classified as 69.67%, whereas in the second analysis this ratio increased 73%.

At this point we see that the correct classification rate of test data increases in the SVM analysis that we have done by reducing the variables with Principal Component Analysis. This shows that we can increase the accuracy percentages of the analyzes with minimum required variables without using...
too many variables to make a good classification.
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