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ABSTRACT. Self-organizing networks (SONs) are considered as one of the key features for automation of network management in new generation of mobile communications. The upcoming fifth generation (5G) mobile networks are likely to offer new challenges for SON solutions. In SON structure, self-healing is an outstanding task which comes along with Cell Outage Detection (COD) and Cell Outage Compensation (COC). This study investigates the detection of cell outages by means of the metrics generated in the User Equipment (UE) with the help of pattern recognition methods such as Neural Networks, Logistic Regression and k-Means algorithms. Based on the metrics like Signal to Interference Noise Ratio (SINR), Reference Signal Received Quality (RSRQ), and Channel Quality Indicator (CQI), large amount of data is processed with supervised and unsupervised algorithms for the purpose of classifying outages and possible degradations. Our results suggest that in 79.74% of the simulation cases, Neural Network structure was able to identify the correct state of the cells whether it is outage or not with a true positive rate of 87.61% and a true negative rate of 71.87% whereas Logistic Regression gave a success rate of 78.73%, true positive rate of 88.15%, and true negative rate of 69.3%. As a future work, more sophisticated state-of-the-art deep learning mechanisms can lead us to much more successful results in cell outage detection.

1. INTRODUCTION

Next generation 5G systems is supposed to bring in ultra-dense deployments for the purpose of attaining more capacity, higher rates, ultra-low latency, massive connectivity and lower energy consumption. For better network maintenance, Third-Generation Partnership Project (3GPP) has already set forth the concept of Self Organizing Networks (SON) which involves Self-Configuration, Self-Optimization and Self-Healing. Cell Outage Detection is the first primary step for Self-Healing feature of the future 5G Self Organizing Networks. Hardware or software failures or external failures such as power supply or network connectivity are the main causes for outages. Cell outage is defined as a state of the eNodeB where all or most of the User Equipment (UEs) in the cell are unable to establish or keep its radio...
connectivity with the result of reduction in capacity and coverage gaps. Especially in the existence of dense deployments, outages may not be detected for hours or even days. Traditionally, detection outages may require site visits, drive tests and manual analysis of the alarms generated on the Operations and Support Systems (OSS) which makes outage detection costly [1].

Cell Outage Detection (COD) is basically a binary classification problem to detect the degraded cell among healthy ones by making use of some UE statistics reported to the eNodeB. Future 5G mobile networks are supposed to handle COD autonomously. Therefore, detection algorithms employed on the Operations and Support System (OSS) should online monitor the UE statistics continuously and process the data measured on the UEs as suggested by 3GPP releases [2].

In previous studies, algorithms based on the spatial correlations among users have been used in cell outage detection [3]. Handover statistics were also employed on COD analysis [4]. In [5] COD has been handled via employing neighbor cell list reports and detecting outage cells by looking at the changes in the topology generated by visibility graphs. In [6], Channel Quality Indicator (CQI) based composite hypothesis has been utilized for outage detection. Machine learning has also been popular in outage detection. In [7] and [8], clustering algorithms and Bayesian Networks have been conducted for COD respectively. Hidden Markov Models (HMM), as another well-known classifier, was also studied in COD by training the data regarding healthy cells and outage cells for predicting the outage status of the eNodeBs [9]. K-Nearest Neighbors method has been conducted in [10] for COD in multi-tier networks. In [11], alternative to machine learning procedures, an anomaly detection method based on processing of big data emerged from Key Performance Indicators (KPI) has been introduced.

In this study, feed forward Multilayer Perceptron (MLP) type artificial Neural Networks are used for detection of cell outages in a network of eNodeBs. Neural Networks (NN) is one of the novel pattern recognition tools that have been used on many areas so far. Thereby, we employed supervised NN for the investigation of outage patterns based on the metrics measured on UEs placed in the cell. In this study we have used the metrics SINR, CQI and RSRQ as the input for the NN structure by training the system at the beginning and then applying the test data.

The rest of the paper is organized as follows. In Section 2 the metrics and parameters for outage detection are briefly discussed. In Section 3, the details of the artificial Neural Network application and training scheme are introduced. Section 4 presents the results in a comparative manner along with other classification methods like
Logistic Regression and k-Means algorithms. Finally, we conclude the paper in Section 5.

2. Algorithm Description

The eNodeBs in the cellular wireless systems in this study are considered to be in two states as healthy and outage. Outage cells and healthy cells are assumed to radiate with a power of 0 dBm and 46 dBm respectively. Due to some reasons such as hardware or software failures, external power supply problems or even misconfiguration, and etc., when the output power of the eNodeB degrades, the cell goes into outage state. However service providers generally cannot realize these types of state changes very quickly and efficiently. Making use of the measured UE data related to received signal strength, which are also reported to eNodeBs, the outage state might be detected by use of artificial neural networks which have been employed in many fields so far. Therefore, feed forward artificial neural networks are preferred in this study for COD.

Feed forward neural networks are used in this study. Feed forward networks consist of series of neuron layers. The first layer has a connection from the network input. Each subsequent layer of neurons has a connection from the previous layer. The output layer is the last layer of the structure and the layers other than the output layer are hidden layers. Feed forward networks are suitable for mapping any finite-input finite-output problems. In our case some KPIs (Key Performance Indicator) are chosen as the input to the network and the output is the Boolean data regarding the outage.

![Figure 1. Structure of a feed-forward network](image)

In feed forward neural networks data is fed into the network from input layer. The output is computed according to the equation (1). In equation (1), $X$, $W$, $Y$, and $T$ are the input, weight, output and threshold matrices, respectively. Besides, denoted both in equation (1) and (2), $f$ is the activation function.
\[ Y = f(W \times X - T) \]  
\[ f(X) = \frac{1}{1 + e^X} \]

In this scheme, a weight adjustment process takes place in such a way that the weights are updated in every iteration until the desired output is achieved with an error of less than a threshold with the error fed back layer by layer. The adjustment of the weights is the training process for the neural network to accomplish the learning goal.

2.1. Detection Parameters

For the purpose of Cell Outage Detection we made use of some KPIs within Artificial Neural Networks (ANNs). The KPIs are collected from several sources like User Equipment, eNodeBs and Operation Support Systems. The combination of KPIs may provide critical information for accurate detection of a possible degradation on the cellular system. We have selected SINR, CQI and RSRQ as the parameters to work on. SINR is basically the signal to interference plus noise ratio of a UE. CQI is the channel quality indicator carrying information about the channel quality of the communication link. Third metric reference signal received quality (RSRQ), as the name implies, indicates the received quality of the reference signal. RSRQ is used for handover decisions and cell re-selection. In this study we made use of these three metrics measured on the UEs. With these parameters from the UEs being the inputs for the Neural Network, we trained the network and then tested the network for healthy and outage cases.

2.2. Training and Detection Procedure

Prior to detecting the outages, Neural Network structure should be trained so as to learn the patterns on healthy and outage states. For every UE on the site, the three parameters (SINR, CQI, and RSRQ) are collected for healthy and outage cases so that an input data of three features are provided. The input data matrix is fed into a feed-forward back propagation Neural Network. After training the net, test data regarding the outage and healthy cases are fed into the Neural Network structure as inputs and the resulting success is measured accordingly. The data structure input to the Neural Network is shown in Figure 2. Assuming \( M \) number of UEs on the site there is an input data matrix of dimension \( M \times 3 \) and there is also a state matrix which have binary values either 1 or 0 indicating an outage or not, respectively.
3. Simulation Environment

The KPI parameters in the input matrix are generated via Vienna LTE-A Simulator on MATLAB, which is a well-known downlink system level simulator for LTE/LTE-A networks [12]. In the simulations we employed eNodeBs with hexagonal geometry using 7 cells with one ring around the one in the middle, shown in Figure 3. We have assigned a total of 700 UEs with 100 UEs for each eNodeB and we used only the parameters of UEs belonging to the cell in the middle for the purpose of attaining more realistic KPIs with thorough interference effects. The radiating power of the healthy and outage cells were determined as 46 dBm and 0 dBm, respectively.

According to the simulation scenario, the power of the healthy cell degrades from 46 dBm to 0 dBm. To generate the training data, the three KPI parameters are recorded for both healthy and outage states. For testing procedure, the same simulations with UEs on different random locations but the eNodeBs in their original places are operated so that the KPI parameters are generated. The resulting KPI parameters are tested with the formerly trained Neural Network. The parameters of the simulations are given in Table 1. In the simulation environment, we planned an urban type environment with an inter-cellular distance of 500 meters. 20 transmission time...
interval (TTI) of simulation time was considered as suitable because it is sufficient for the radio access network parameters to settle down to their stable values.

Table 1. Simulation Parameters

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cellular Layout</td>
<td>7 eNodeBs</td>
</tr>
<tr>
<td>BS Tx Power for healthy cells</td>
<td>46 dBm</td>
</tr>
<tr>
<td>BS Tx Power for outage cell</td>
<td>0 dBm</td>
</tr>
<tr>
<td>Path Loss Model</td>
<td>TS36942 urban</td>
</tr>
<tr>
<td>Number of UEs per cell</td>
<td>100</td>
</tr>
<tr>
<td>UEs' mobility</td>
<td>Uniformly random distributed, random walk model with constant speed</td>
</tr>
<tr>
<td>Channel Bandwidth</td>
<td>5 MHz</td>
</tr>
<tr>
<td>Inter eNodeB Distance</td>
<td>500 m</td>
</tr>
<tr>
<td>Simulation Duration</td>
<td>20 TTI</td>
</tr>
</tbody>
</table>

Figure 3. Hexagonal Cellular Structure with one ring around the center cell

4. RESULTS

Training process of the Neural Network starts with random initializations of the weights. For this reason the iterations may converge to local optima and may end with slight differences in terms of adjusted weights. Therefore the procedure of
training the net, testing the data and computing the success rate is repeated 50 times so that an overall average success rate is reached. At the end of simulations the success rate of detecting an outage has come out to be 79.74%. Classification Performance of Neural Networks is also given in Table 2. In the Neural Network structure 10 neurons are employed and 10-fold cross validation is applied on the classification process. For comparison purposes, Logistic Regression and K-Means Algorithms were also applied. Binary Logistic Regression (LR) is one of the well-known pattern recognition methods used in binary classification problems. It is basically a regression process where the regression coefficients are computed by employing multi-dimensional training data within a least squares error approach and the output is generated by using the exponential operation on computed coefficients along with the data to be tested. The overall success rate for Logistic Regression was 78.73% and contingency table is given in Table 3. (True Positive (TP) Rate = 88.15%, True Negative (TN) Rate = 69.3%, False Positive (FP) Rate = 28.13% and False Negative (FN) Rate = 13.39%). On the other hand, K-Means algorithm which is an unsupervised clustering method, was also applied on the test data. Due to unsupervised nature of K-Means Algorithm, the overall success rate was limited to 66.8%.

Table 2. Classification Analysis of Neural Networks (Contingency Table)

<table>
<thead>
<tr>
<th>Classified as outage</th>
<th>Real Outage Cases</th>
<th>Real Healthy Cases</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TP Rate = 87.61%</td>
<td>FP Rate = 28.13%</td>
</tr>
<tr>
<td>Classified as healthy</td>
<td>FN Rate = 13.39%</td>
<td>TN Rate = 71.87%</td>
</tr>
</tbody>
</table>

Table 3. Classification Analysis of Logistic Regression (Contingency Table)

<table>
<thead>
<tr>
<th>Classified as outage</th>
<th>Real Outage Cases</th>
<th>Real Healthy Cases</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TP Rate = 88.15%</td>
<td>FP Rate = 30.7%</td>
</tr>
<tr>
<td>Classified as healthy</td>
<td>FN Rate = 11.85%</td>
<td>TN Rate = 69.3%</td>
</tr>
</tbody>
</table>

In cellular systems with dense deployment, the detection rates of the outages may further be improved by employing larger training data because as training sets increase there may be more information available to the classification algorithm [13]. Moreover employing more powerful machine learning mechanisms such as state-of-the-art deep learning architectures may also improve the detection performance.
5. CONCLUSION

In this study we have classified the eNodeBs into two categories as healthy and outage. We have applied artificial Neural Networks, a novel method for pattern recognition purposes, on the three KPI parameters (SINR, CQI and RSRQ) of the UEs reported periodically to the eNodeBs. Our proposed classification method has an outage prediction accuracy of 79.74% and success rate with Logistic Regression was computed as 78.73%. Having larger training datasets and employing more efficient methods like state-of-the-art deep learning architectures can further increase accuracy. Our study conducted Neural Network approaches on outage detection with cellular structures having eNodeBs. Therefore this study should be enhanced by employing other pattern recognition/classification methods such as Support Vector Machines, Hidden Markov Models and Deep Learning Structures along with ultra-dense multi-tier network structures (femto, micro, pico cells) that are likely to take place in future 5G systems.
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