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Abstract

In this study, the relationship between real exchange rate and foreign direct investment is examined using the Logistic Smooth Transition - Autoregressive Distributed Lag (LST-ARDL) model. Analyzing the effect of real exchange rate changes on foreign direct investment is very crucial for a developing country like Turkey which has a relatively large foreign debt stock. The estimation results show that foreign direct investment inflows to Turkey increase when Turkish Lira appreciates against the US dollar and this effect is especially strong during periods of high investment inflows. Thus, for Turkey to attract productive capital flows rather than unstable short-term portfolio flows it has to maintain a strong currency against the US dollar.
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1. Introduction

Foreign investment can be defined as the transfer of investable resources to another country by individuals and organizations (SPO, 2000: 1). It can take place in many ways. Portfolio investments are the first and the most frequently observed type of foreign investment and involve the purchase of securities. Foreign direct investments, on the other hand, are investments that are made by one or more companies in the form of partnerships.

Foreign direct investment (FDI) is classified as horizontal and vertical FDI and holdings (Karagöz, 2007). A horizontal FDI usually takes place to establish a facility in a foreign country by an investor that operates a similar facility in the investors’ country of origin. The investor here aims to benefit from the unsaturated market. In this type of investment, also called “market oriented investment”, the investor evades quota, transportation and other costs and restrictions. Vertical FDI, however, is called “resource oriented investment” and takes place in different forms such as investments that are close to the raw material resources or investments that are close to the consumer. Holding investments contain both vertical and horizontal FDI characteristics.

FDIs have several positive effects on the host country’s economy. This type of investment will contribute to the reduction of the unemployment rate and foreign trade deficit while increasing the production level of the country in question. FDIs lead to the transfer of new technologies and thus improvement of technology inside the country. Moreover FDIs boost competitiveness of the host country by increasing labor productivity. If the host country in question is a developing country like Turkey, FDI also contributes remarkably to the development and the growth of the country.

Regarding developing countries, the abovementioned investments are of particular value in terms of external financing costs. Since the financing from international financial institutions and banks can be subject to severe conditions and repayments, the use of FDIs as a source of foreign financing positively affects underdeveloped and developing countries due to their production-oriented structures that bring modern technology to the country without any repayment. Portfolio investments, on the other hand, are short-term, unstable and more volatile financial flows that merely want to take advantage of the high real interest rate and low exchange rate arbitrage conditions of the host country. These flows can be subject to sudden stops with a slight decline in the real interest rate. However FDI is a productive investment. Contrary to portfolio investments that involve only financial capital flows, FDIs contain the inflow of modern technology, production technology know-how and business knowledge and are thus, recommended to developing countries as a source of foreign financing by various international organizations and consultants (Yılğör et al., 2011). This situation is of greater importance to fragile countries with high external financing needs, such as Turkey. Indeed, Turkey’s net international investment deficit as of October 2017 topped $ 434 billion indicating a 20% increase compared to December 2016. Likewise the total of short-term external debt stock with a maturity of 1 year or less is $ 173.4 billion by the end of October 2017. In order to meet this high level of external financing, Turkey needs...
to increase the quality of its foreign financial borrowing rather than meeting this need with hot money.

The above-mentioned significant contributions of FDI to the host country’s economy have led many researchers in the literature to try to identify the factors influencing the inflows of FDI. Of these factors, the most controversial one is the exchange rate. The relationship between the exchange rate and direct foreign capital flows is not clear. In the literature, prior to the 1970s, FDI is evaluated by trade theorists as an event related to comparative costs, especially when the factor costs of trade are not equalized (Blonigen, 1997). According to this conventional view, it is thought that the exchange rate does not affect FDIs. Similar results are obtained in various studies1. Later on, the existence of correlation between the investments and the exchange rate is explored in order to explain the brief cyclical fluctuation observed in FDI in the US economy. In many empirical studies, the depreciation of the host countries currency has been found to increase foreign capital inflows into the host country2. However limited number of studies have found that the depreciation of the host country currency relative to the home country currency decreases inflow of FDI from the home country to the host country3.

While examining the impact of the exchange rate level on FDI, two relationships can theoretically be observed; serving at a local market or re-exporting (Benassy-Quere & Fontagne & Lahrache-Revil, 2001: 180). If the investor aims at serving a local market in which there are trade and nontrade barriers for entering the market, FDI and trade are substitutes. As the appreciation of the local currency will cause an increase in purchasing power and as the barriers to trade tend to increase in this context, foreign direct investments will also increase. On the other case, if the investor will re-export the output from FDI, trade and FDI are complements. The real appreciation increases the relative labor costs and thus the production costs, decreases the profits of the firms and competitiveness, changes the relative wealth effect and decreases the foreign capital investments. Therefore, the country experiencing real appreciation loses regional attractiveness or superiority, as it discourages productive investment inflow.

There are conflicting findings both in the theoretical and the empirical literature on the existence and nature of the relationship between foreign exchange rate and foreign direct investment. For Turkey, the number of studies examining the relation between FDI and the exchange rate is limited. The most recent study on this subject belongs to Cambazoğlu and Güneş (2016), who use the linear cointegration method to examine the relationship between the exchange rate and FDI for Turkey covering the years 2007-2015. The authors concluded

1 For detailed information see Blonigen (1997).
that the depreciation of the national currency would increase FDIs. But such an outcome does not seem plausible for the Turkish economy. Hence, the main aim in this study is to explicitly reveal the contradictory relationship between the exchange rate and FDI in Turkey.

Within the framework of the traditional monetary transmission mechanism, it is argued that the real depreciation of the domestic currency will affect foreign trade positively and lead to revitalization of the country’s economy. However, the exchange rate channel for Turkey is working in the opposite direction. When Turkish lira appreciates, the economy booms and in periods of depreciation, it enters into a stagnation period (Central Bank of the Republic of Turkey, 2013). The appreciation of the Turkish Lira increases the net value of firms and leads to an increase in resources available for production. In addition, due to the intensive use of imported intermediate goods in the production phase in Turkey, appreciation of the Turkish Lira reduces manufacturing costs and encourages production. Lastly, the real appreciation boosts domestic buyers’ purchasing power and supports domestic demand. As a result, the real appreciation of the national currency encourages foreign investment into Turkey as it is embraced as a sign of a strong economy. However, the depreciation of the Turkish lira, leading to further deterioration of the existing external financing needs, increases the fragility of Turkish economy. An economy with increased financial vulnerability will not be able to attract adequate amount of FDI. Overall, the main purpose of this study is to clarify this rather controversial relationship between FDI and exchange rate in Turkey.

Although the above-mentioned empirical studies have commonly used linear models, it is observed in economic theory that many important economic variables exhibit a nonlinear structure. For instance, the downward stickiness of the prices and wages is the basic assumption of many macroeconomic models. The main macroeconomic variables, such as labor and employment, decline more during the recession periods than they increase during the expansion periods (Enders, 2010). Similarly, studies show that countries do not react to the decreases and increases in the real exchange rates or interest rates in the same manner (Çorakçı & Omay & Emirmahmutoğlu, 2017a; Omay & Çorakçı & Emirmahmutoğlu, 2017; Sollis, 2009). Policy changes, the existence of a crisis environment and the institutional changes made thereafter to recover in the future, alter the relations between the variables and the variables themselves in isolation. Accordingly, linearly estimated models are inadequate (Omay & Hasanov, 2010). If a linear relationship is observed in empirical studies with different economic variables, linear models will certainly be used. However, as shown in this study, if there is no linear relationship between the variables examined than the alternative nonlinear models should be preferred. If not, the linear model will be misspecified.

This study examines whether a real depreciation in the Turkish Lira positively affects the FDIs. Unlike other studies related to Turkey, foreign exchange and FDI relationship is estimated using a non-linear structure. The choice of non-linear model is very important. In this study, Smooth Transition Regression (STR) is used. In this model, the change in economic variables is not immediate as in the Markov regime change model, but it is a smooth transition and it offers an infinite number of regime modeling opportunities. Another
important issue is that the regime change variable is determined internally in the estimation process. STR models also allow the determination of the threshold value endogenously, therefore, the Threshold Autoregressive (TAR) model emerges as a special case of the Logistic Smooth Transition Regression (LSTR) (Ömay & Araz-Takay & Eruygur & Kılıç, 2013: 144). Due to these advantages, the relationship between the real exchange rate and FDIs is examined on monthly basis during the 2005-2016 time period using the LST-ARDL model.

In section two, the econometric methodology and the STR models are introduced. In the third section the results of the unit root, linearity and diagnostic tests are reported and discussed. Fourth section draws conclusions.

2. Specification and Estimation of STR Models

The smooth transition autoregressive (STAR) model for a univariate time series $y_t$, which is observed at $t=1-p, 1-(p-1), ..., -1, 0, 1, ..., T-1, T$ is given by (van Dijk , Terasvirta and Franses, 2000: 2):

$$y_t = (\phi_{1,0} + \phi_{1,1}y_{t-1} + ... + \phi_{1,p}y_{t-p})(1-G(s_t; \gamma, c)) + \epsilon_t$$

$$+(\phi_{2,0} + \phi_{2,1}y_{t-1} + ... + \phi_{2,p}y_{t-p})G(s_t; \gamma, c)$$

The short representation of Eq. (2.1) is as follows:

$$y_t = \phi_1x_t(1-G(s_t; \gamma, c)) + \phi_2x_tG(s_t; \gamma, c) + \epsilon_t$$

(2.2)

The weighted autoregressive structure in equations (2.1) and (2.2) can be written as (Terasvirta, 1994: 208):

$$y_t = (\phi_1x_t) + (\phi_2 - \phi_1)x_tG(s_t; \gamma, c) + \epsilon_t$$

(2.3)

Here, $x_t = \phi_1y_{t-1} + ... + \phi_{1,p}y_{t-p}$ is the vector of the lagged values of the endogenous variable and when $\tilde{x}_t$ is defined as $\tilde{x}_t = (y_{t-1} + ... + y_{t-p})$, $x_t$ equals:

$$x_t = (1+\tilde{x}_t)\tilde{x}_t.\text{ The set of coefficients vector can be defined as }\phi_i = (\phi_{i,0} + \phi_{i,1} + ... + \phi_{i,p})\text{, }i = 1,2.\text{ With the use of the above defined abbreviations, the STAR model can be rewritten briefly as in (2.4):}$$

$$y_t = \phi_1x_t + (\phi_2x_t)G(s_t; \gamma, c) + \epsilon_t$$

(2.4)
The $\varepsilon_t$’s are assumed to be a martingale difference sequence with respect to the history of the time series up to time $t-1$, which is denoted as $\Omega_{t-1} = \{y_{t-1}, y_{t-2}, \ldots, y_{t-(p-1)}, y_{t-p}\}$, that is $E[\varepsilon_t | \Omega_{t-1}] = 0$ and the conditional variance of $\varepsilon_t$ is constant; $E[\varepsilon_t^2 | \Omega_{t-1}] = \sigma^2$ (van Dijk, 2000: 2). The transition function $G(.)$ is a continuous function bounded between 0 and 1 and it can be the lagged value of the endogenous variable or an exogenous variable (Terasvirta, 1994). In the studies it is often used as lagged values of the endogenous variable ($S_t = y_{t-d}$, $d > 0$). Also, the transition variable can be a time trend ($S_t = t$). In this case, the model is a time varying parameter model showing a smooth change with time (Lin and Terasvirta, 1994)\(^4\).

Two interpretations of the STAR model are possible. Firstly, the STAR model can be thought of as a regime-switching model that allows for two regimes with the extreme values of $G(s_i; \gamma, c)$ function ($G(s_i; \gamma, c) = 0$ and $G(s_i; \gamma, c) = 1$) (van Dijk et al. 2000: 2). Secondly, the STAR model may allow a continuum of regimes with different $G(s_i; \gamma, c)$ between 0 and 1. In this study, the second (continuum of regimes) type of STAR model is used. Since the transition function is continuous in the range of 0 to 1, there is a smooth, gradual transition between the regimes corresponding to the extreme values $G(s_i; \gamma, c) = 0$ and $G(s_i; \gamma, c) = 1$. The values obtained by the transition function in this range indicate different regimes. In this case there is an infinite number of regimes between the two extreme regimes. The regime is determined by the value of the $S_t$ variable observed at time $t$ and the value of the $G(s_i; \gamma, c)$ function. Different STR models are formed according to the values of the $G(s_i; \gamma, c)$ function. The most popular function among these models is the first-order logistic function (2.5) (Teräsvirta, 1994).

$$G(s_i; \gamma, c) = (1 + \exp\{-\gamma(s_i - c)\})^{-1}, \gamma > 0$$ (2.5)

This model is defined as a logistic smooth transition autoregressive (LSTAR) model. In this equation $c$ parameter is defined as the threshold. As the logistic function changes monotonically as $S_t$ increases, this threshold corresponds to the exact middle of the $G(s_i; \gamma, c) = 0$ and $G(s_i; \gamma, c) = 1$ regimes. The $\gamma$ parameter shows the smoothness of the

---

\(^4\) See Çorakcı et al. (2017b) for further details.
change in the value of the logistic function (the speed of the transition function), in other words it shows the smoothness of the transition from one regime to another. As the $\gamma$ parameter increases, the regime changes very quickly when it reaches point $c$ as in the threshold autoregressive model (TAR model), while the regime transition becomes smooth as the $\gamma$ parameter becomes smaller. For very large values of the $\gamma$ parameter, the logistic function $G(s_t;\gamma,c)$ approaches the indicator function and the change of the $G(s_t;\gamma,c)$ function is very fast at $s_t = c$.

When $s_t = \gamma_{t-d}$, the threshold autoregressive model becomes a self-exciting threshold autoregressive model (SETAR). When $\gamma \to 0$, the logistic transition function is close to 0.5, and when $\gamma = 0$, the transition function is equal to 0.5. In this case, the LSTAR model becomes a linear autoregressive model. Models that allow such regime changes are suitable for modeling cyclical fluctuations. The asymmetric structure in the business cycle is modeled accurately by the LSTAR model.

The second popular transition function after logistic function is the exponential function. Such models are called exponential smooth transition autoregressive (ESTAR) models. The exponential function is shown in equation (2.6).

$$G(s_t;\gamma,c) = 1 - \exp\{-\gamma(s_t - c)^2\} \quad , \quad \gamma > 0$$

(2.6)

In ESTAR model, when $\gamma \to 0$ and $\gamma \to \infty$; the transition functions will be respectively $G(s_t;\gamma,c) \to 0$ and $G(s_t;\gamma,c) \to 1$.

The identification, estimation and evaluation process in STAR models described by van Dijk (1998:18) can be summarized as follows:

- Specify a linear autoregressive model for the time series that are under review.
- Test the null hypothesis of linearity against the alternative of STAR-type nonlinearity. If linearity is rejected, select the appropriate transition variable $s_t$ and form the transition function $G(s_t;\gamma,c)$.
- Estimate the parameters in the selected STAR model.
- Evaluate the model using diagnostic tests. Modify the model if necessary.
- Use the model for descriptive or forecasting purposes.
Following the estimation of the model, the suitability of the model will be tested as well. Diagnostic tests - remaining nonlinearity, remaining autocorrelation and parameter constancy - proposed by Eitrheim and Teräsvirta (1996) will be applied.

3. Data Set and Empirical Findings

In this study, the existence of a relationship between the real exchange rate (reer) and FDI from 2005:1 up to 2016:12 is examined. For the exchange rate variable, Consumer Price Index based Real Effective Exchange Rate (2003 = 100) is used. All data is obtained from the Central Bank of the Republic of Turkey through the Electronic Data Delivery System.

First, the stationary of the series used in the study is tested. For this purpose, Augmented Dickey-Fuller (ADF) test is used and the data is found to be stationary. The results are shown in Table 1.

<table>
<thead>
<tr>
<th>Table: 1 Unit Root Tests</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADF test (intercept and trend)</td>
</tr>
<tr>
<td>( \text{reer}_t )</td>
</tr>
<tr>
<td>( \text{fdi}_t )</td>
</tr>
</tbody>
</table>

Note: %1, %5, %10 critical values of ADF test are respectively -3.51, -2.88, 2.58.

*, **, *** indicate statistical significance at levels 1%, 5%, 10%.

Since the results of the unit root tests indicate that all the variables are I(0), the next step is estimating the linear model to examine the relationship between exchange rate and FDI. The lags in equation (3.1) are established using Akaike Information Criteria (AIC) and Schwarz Information Criteria (SIC).

\[
\text{fdi}_t = 1,393 +0,001 \text{reer}_{t-8} +0,171 \text{fdi}_{t-3} +0,309 \text{fdi}_{t-5} +e_t \quad (3.1)
\]

\[
\text{AIC}= -1,330, \text{SIC}= -1,245, \text{LB}(8)= 5,514 (0,702), \text{LB}(12) =21,099 (0,049), \text{ARCH}(1)= 7,16 (0,007), \text{ARCH}(4)= 28,193 (0,000), \text{D.W} = 1,790
\]

*the t-statistics are given in parentheses.

**LB (8) and LB(12) shows the Ljung-Box Q-statistics for 8 and 12 lags.

According to the results of the linear model, it is seen that real effective foreign exchange rate has a positive and significant effect on FDI. However, the results of Engle’s (1982) test for conditional heteroscedasticity for the lags 1 and 4 - ARCH (1) and ARCH (4) - test point to a heteroscedasticity problem. In addition, according to the Ljung-Box Q-statistics there is a serial correlation problem. Here, changing the lags in the linear model could not help to overcome the abovementioned problems. The existence of serial correlation and heteroscedasticity indicates that something is not taken into consideration in
the linear model and therefore is a sign for the existence of nonlinearity between the
variables.

In the third step, the linearity of the model that is estimated by ignoring the
asymmetric structure that may exist between the variables should be tested. The linearity
test is performed in order to figure out whether two different parameters are equal to each
other in two different regimes. Null hypothesis is defined as \( H_0 : \phi_1 = \phi_2 \), and alternative
hypothesis is defined as \( H_1 : \phi_{1,j} \neq \phi_{2,j} \), while \( j \in (0, ..., p) \). In addition, the linearity
hypothesis can also be performed by testing whether the \( \gamma \) parameters in equations (2.5)
and (2.6) equal to zero. If \( \gamma = 0 \), the STR model will become a linear model. In the final
case, linearity can be defined as \( H_0 : \gamma = 0 \) and the alternative hypothesis is \( H_1 : \gamma \neq 0 \). “The
linearity tests are complicated by the presence of unidentified nuisance parameters under the
null hypothesis. To overcome this problem, one may replace the transition function with
appropriate Taylor approximation following the suggestion of Luukkonen et al. (1988)”
(Hasanov & Omay, 2008: 2648, Terasvirta, 1994). The transition function with Taylor
approximation has been transformed into a function that is linear in terms of the parameters.
Thus, the hypothesis tests discussed above have become feasible for the linear model (Omay
& Hasanov, 2010: 481).

Linearity tests on LSTAR and ESTAR models can be done either individually or with
a single equation (by combining the two models). In the linearity test with one equation, it
is necessary to retest the selection of the transition function. In order to test the linearity
hypothesis of the LSTAR and ESTAR models simultaneously third-order approximation of
the transition function is used (Terasvirta, 1994). The auxiliary regression obtained from the
third-order approximation of the transition function is shown in Eq. (3.2) (van Dijk 1999:
25).

\[
y_t = \beta_{0,0} + \beta_{0}' \tilde{x}_t + \beta_{1,0} s_t + \beta_{1}' \tilde{x}_t s_t + \beta_{2,0} s_t^2 + \beta_{2}' \tilde{x}_t s_t^2 + \beta_{3,0} s_t^3 + \beta_{3}' \tilde{x}_t s_t^3 + \epsilon_t \quad (3.2)
\]

Here, the error term \( \epsilon_t \) in Taylor approximation also includes the error term \( \epsilon_t \) in
equation (2.1). If the transition variable is not an explanatory variable, \( \beta_{i,0}, i=1,2,3 \) should
be omitted.

Linearity tests are carried out with LM type tests. In LM type tests the alternative
hypothesis is not tested. Moreover, as it can use general asymptotic theory, there is no need
to test with simulation (Omay & Hasanov, 2010: 481). Therefore, LM tests have an
advantage. The LM test of equation (3.2) is shown in equation (3.3).

\[
LM = \frac{(SSR_0 - SSR)}{\hat{\sigma}^2} \quad (3.3)
\]
The sum of the error squares obtained from the estimation of the linear model is $SSR_0$ and $SSR$ is the sum of error squares obtained from the estimation of the auxiliary model in (3.2) and the variance of the error terms is denoted as $\hat{\sigma}^2$. LM statistics has $\chi^2$ distribution. The rejection of the null hypothesis shows that a nonlinear model such as the STAR model is more appropriate. If the number of observations is small, the F test can also be used instead of the LM type test. For this reason, F test is used in this study. The F test’s procedures - which yield better results compared to the LM type test in power and size- are as follows (Van Dijk, 1999: 26):

1. Estimate the model under the null hypothesis of linearity by regressing $y_t$ on $x_t$. Compute the residuals ($\hat{\varepsilon}_t$) and the sum of square residuals $SSR_0 = \sum_{t} \hat{\varepsilon}_t^2$.

2. Estimate the auxiliary regression of $\hat{\varepsilon}_t$ on $x_t$ and $\bar{x}_t,y^i_{t-1}$, $i=1,2,3$, and compute the sum of squared residuals from this regression $SSR_1$.

3. The $LM_F$ statistic can now be computed as

$$LM_F = \frac{(SSR_0 - SSR_1)/3p}{SSR_1/(T - 4p - 1)}$$

which under the null hypothesis has approximately an F distribution with 3p and $(T - 4p - 1)$ degrees of freedom. p is equal to the number of explanatory variables in the linear model.

### Table 2

<table>
<thead>
<tr>
<th>Lag \ Variable</th>
<th>$fdi_t$</th>
<th>$t$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.235(0.028)</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1.846(0.075)</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.758(0.640)</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.918(0.063)</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.716(0.677)</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>1.250(0.276)</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>1.632(0.122)</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>1.329(0.235)</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>2.390(0.024)</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>3.216(0.002)</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>2.528(0.014)</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>4.044(0.000)</td>
<td>1.507(0.161)</td>
</tr>
</tbody>
</table>

*The data in parentheses indicate the probability values.*

The linearity test shows the best transition variable which has the lowest p-value. In this study, the dynamics of the exchange rate effect on FDI is investigated so that the linearity test for real exchange rate is neglected. Thirteen $LM_F$ tests are performed for the
possible transition variables by testing the dependent variable. As a result of these tests, the variables with the lowest p-value (statistically most significant) are chosen as the transition variable. Test results are given in Table 2.

Equation (3.2) is used to determine whether the model is LSTAR or ESTAR. Once the transition variable is agreed upon, F tests are applied in order to determine the appropriate transition function (Terasvirta, 1994: 211-212).

\[
\begin{align*}
H_{03} : & \beta_3 = 0 \\
H_{02} : & \beta_2 = 0 / \beta_3 = 0 \\
H_{01} : & \beta_1 = 0 / \beta_2 = \beta_3 = 0
\end{align*}
\] (3.5)

After the tests, the choice of LSTAR or ESTAR models is determined according to the following criteria:

1-If the model is LSTAR parameter $\beta_3$ is different than zero. If the model is ESTAR than the parameter is zero.

2-If the model is LSTAR than $\phi_{1,0} = \phi_{2,0}$, $c = 0$ and $\beta_2$ is zero. However, if the model is ESTAR, parameter $\beta_2$ is different than zero.

3-If the model is ESTAR $\phi_{1,0} = \phi_{2,0}$, $c = 0$ and $\beta_1$ is zero. But if the model is LSTAR, $\beta_1$ is different than zero.

Terasvirta (1994: 212) summarized the abovementioned criteria as follows; the model is ESTAR if the result of the $H_{02}$ test’s p-value turns out to be the smallest, otherwise LSTAR model’s transition variable should be selected as LSTAR in all other cases.

<table>
<thead>
<tr>
<th>Table: 3</th>
<th>Selection of the Transition Function (Dependent Variable)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H_{03}$</td>
<td>$H_{02}$</td>
</tr>
<tr>
<td>1.318</td>
<td>0.861</td>
</tr>
<tr>
<td>(0.253)</td>
<td>(0.499)</td>
</tr>
</tbody>
</table>

As a result, the LSTAR model is selected for the dependent variable. Hence, in the nonlinear model, first order logistic function will be used as the transition function.

As mentioned before, the selection of the initial values that will be used in the estimation method is very important. In order to select these initial values, the value of the $\gamma$ parameter is altered in 0.1 increments between the interval [1,500] and the $c$ parameter’s value is altered again in 0.1 increments between the minimum and maximum values of
transition variable. The \( \gamma \) and \( c \) parameters that minimize the variance of the error terms, are calculated as 650 and 17,774 respectively for the LST-ARDL model.

Estimation results of the realized LST-ARDL model are given in Eq. (3.6).

\[
\begin{align*}
fdi_t &= \left( \frac{0.756}{(10.818)} fd_i_{t-5} + \frac{0.041}{(3.503)} reer_{t-8} \right) \left[ 1 - G(s_t; \gamma, c) \right] \\
&\quad + G(s_t; \gamma, c) \left[ \frac{0.605}{(8,319)} fd_i_{t-5} + \frac{0.063}{(5,219)} reer_{t-8} \right] + e_t \\
G(s_t; \gamma, c) &= \left( 1 + \exp \left[ -650 (fd_i_{t-12} - 18.054) \right] \right)^{-1}
\end{align*}
\]

(3.6)

AIC = 4,486, SIC = 4,603, JB = 1,750 (0.417), ARCH(1) = 0.004 (0.951), ARCH(4) = 2.150 (0.708)

*the t-statistics are given in parentheses.

From the estimation results given above, residuals that are not normally distributed in the linear model, turn out to be normally distributed according to the Jarque-Bera test statistics after applying the non-linear LST-ARDL model. The problem of heteroscedasticity emerging in the linear model has been removed with this nonlinear model.

According to the results obtained in the study, the threshold value is estimated as 18,054 million Dollars in the LST-ARDL model where 12\(^{th}\) lag of the dependent variable is used as the transition variable. As FDI falls below this threshold, that is, in the low FDI regime (or lower regime), the increase in foreign exchange rate increases FDI. Hence, equation (3.6) becomes

\[
fdi_t = 0.756 fd_i_{t-5} + 0.041 reer_{t-8}
\]

when \( fd_{i-t-12} < 18,054 \) and \( G(s_t; \gamma, c) \rightarrow 0 \). The coefficient showing the effect of exchange rate on FDI is 0.041 and statistically significant at 1\% level. As FDIs exceed the threshold of 18.054, that is, they are in the regime of high direct foreign investment (or upper regime), the effect of foreign exchange rate on FDI is again positive. Hence, equation (3.6) becomes

\[
fdi_t = 1.761 fd_i_{t-5} + 0.104 reer_{t-8}
\]

when \( fd_{i-t-12} > 18,054 \) and \( G(s_t; \gamma, c) \rightarrow 1 \). The coefficient showing the effect of exchange rate on FDI is 0.104 and statistically significant at 1\% level. This result indicates that the positive effect of real effective foreign exchange rate on FDI is higher in the upper regime. Therefore, in both regimes, only when the Turkish lira appreciates in real terms, Turkey experiences an increase in FDI inflow. In addition, when foreign direct capital inflow to Turkey is higher than the threshold value, the appreciation of the national currency increase the direct investment inflows of foreign capital substantially.

After the estimation of the model, the suitability of the model is also tested. Diagnostic tests proposed by Eitrheim and Teräsvirta (1996) are applied. These tests are as
follows: remaining autocorrelation, remaining nonlinearity and parameter constancy tests. The results of these tests are given in Tables 4 and 5.

### Table 4
**Remaining Autocorrelation Test Results**

<table>
<thead>
<tr>
<th>lag</th>
<th>Result of LM test ( fdi_{t-12} )</th>
<th>p value ( fdi_{t-12} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.415</td>
<td>(0.522)</td>
</tr>
<tr>
<td>2</td>
<td>0.806</td>
<td>(0.453)</td>
</tr>
<tr>
<td>3</td>
<td>1.676</td>
<td>(0.188)</td>
</tr>
<tr>
<td>4</td>
<td>1.781</td>
<td>(0.156)</td>
</tr>
<tr>
<td>5</td>
<td>1.724</td>
<td>(0.161)</td>
</tr>
<tr>
<td>6</td>
<td>1.635</td>
<td>(0.179)</td>
</tr>
<tr>
<td>7</td>
<td>1.644</td>
<td>(0.178)</td>
</tr>
<tr>
<td>8</td>
<td>1.732</td>
<td>(0.162)</td>
</tr>
<tr>
<td>9</td>
<td>1.382</td>
<td>(0.209)</td>
</tr>
<tr>
<td>10</td>
<td>1.216</td>
<td>(0.389)</td>
</tr>
<tr>
<td>11</td>
<td>0.712</td>
<td>(0.704)</td>
</tr>
<tr>
<td>12</td>
<td>0.155</td>
<td>(0.974)</td>
</tr>
</tbody>
</table>

### Table 5
**Remaining Nonlinearity and Parameter Constancy Test Results**

<table>
<thead>
<tr>
<th>Candidate variable</th>
<th>Result of LM test</th>
<th>p value</th>
<th>Candidate variable</th>
<th>Result of LM test</th>
<th>p value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( fdi_t )</td>
<td>0.918</td>
<td>(0.599)</td>
<td>( reer_t )</td>
<td>1.092</td>
<td>(0.372)</td>
</tr>
<tr>
<td>2</td>
<td>1.078</td>
<td>(0.388)</td>
<td>2</td>
<td>0.974</td>
<td>(0.522)</td>
</tr>
<tr>
<td>3</td>
<td>0.887</td>
<td>(0.642)</td>
<td>3</td>
<td>0.889</td>
<td>(0.640)</td>
</tr>
<tr>
<td>4</td>
<td>0.995</td>
<td>(0.494)</td>
<td>4</td>
<td>0.995</td>
<td>(0.494)</td>
</tr>
<tr>
<td>5</td>
<td>0.873</td>
<td>(0.662)</td>
<td>5</td>
<td>0.873</td>
<td>(0.662)</td>
</tr>
<tr>
<td>6</td>
<td>0.880</td>
<td>(0.653)</td>
<td>6</td>
<td>0.880</td>
<td>(0.653)</td>
</tr>
<tr>
<td>7</td>
<td>1.140</td>
<td>(0.318)</td>
<td>7</td>
<td>1.140</td>
<td>(0.318)</td>
</tr>
<tr>
<td>8</td>
<td>0.929</td>
<td>(0.584)</td>
<td>8</td>
<td>0.929</td>
<td>(0.584)</td>
</tr>
<tr>
<td>9</td>
<td>0.980</td>
<td>(0.514)</td>
<td>9</td>
<td>0.980</td>
<td>(0.514)</td>
</tr>
</tbody>
</table>

**Parameter Constancy Test Result**

\( I \)

0.938 (0.571)

Diagnostic tests, do not indicate any problems with the 2-regime LST-ARDL. The LM test statistics show that there are no remaining autocorrelation and remaining nonlinearity in the estimated model. In addition, the parameter constancy is tested by the ‘time-dependent variable coefficient test’ in Table 5. These results provide no support for multiple regime STR models and show that the estimated model is satisfactory.

### 4. Conclusion

In this study, the effect of the real exchange rate on FDIs during the 2005:1 - 2016:12 period is examined for Turkey in the context of linear and nonlinear models (STR-ARDL model). It has been revealed that the foreign exchange rate, which is found to have a positive but a very low impact on FDIs in the linear model, is proven to be much more influential on FDIs provided that a correct model is specified with an asymmetric logistic function that has two different regimes. In the upper regime - when the foreign investment inflow is high- the positive effect of the real exchange rate on FDIs is found to be greater than the lower regime. When the inflow of foreign investment is low, however, the positive and significant effect
of real exchange rate on FDI is less. The high valued exchange rate parameter, which is not available in the linear model, is statistically significant when divided into a lower regime and an upper regime in the nonlinear model. Regarding the exchange rate, the coefficients are higher compared to the linear model.

The absence of time-dependent parameter effect indicates that there is no structural break between these two variables in the period observed. In this sense, the state dependent nonlinear structure is the best way to model the relationship between these two variables. The threshold value corresponds to a FDI inflow of 18 million Dollars. If the foreign capital inflow occurs below the threshold, the model identifies it as the low investment inflow regime. If the foreign capital inflow is above the threshold it is defined as the high investment inflow regime. In this regard the appreciation of the Turkish Lira whets potential investors’ appetite for investing in both the lower and upper regime but the effect in the upper regime is higher. Indeed, in the upper regime, when the investment inflows are already high, the contribution of the exchange rate to existing foreign investments is greater than the low inflow regime. As a result the true nature of the relationship between these two variables is estimated accurately when a nonlinear model is used.

In sum, the first conclusion of the study is that FDIs increase when TL appreciates. Thus for Turkey to attract FDI it should maintain a stable political and economic environment that leads to a strong Turkish lira vis-a-vis other currencies. Second, relationship between investment inflow and exchange rate should not be estimated using the linear model. The second conclusion is that there is no structural break in the period studied. Lastly the state dependent nonlinear structure is the best way to model the relationship between the examined two variables.

Finally, if a policy maker is to evaluate the estimates derived from this study, the following policy proposal can be made: When FDI is either above or below 18 million Dollars threshold, the appreciation of the Turkish Lira in the floating exchange rate regime will have a similar but not an identical effect on the investment inflow. Therefore more effective policies can be proposed if the policy makers have the relevant information about the relationship threshold.
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