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Abstract: Today, the use of the internet has become very common. One of the most important reasons for its widespread use is social media tools. Especially Facebook has a very important place in social media tools. For this study, classification was done by using Facebook data. Classifications made by artificial learning algorithms on a previously used data set are compared with accuracy values and learning times. For this purpose, support vector machines (SVM), extreme learning machines (ELM) and K nearest neighbor (kNN) approaches are compared. For the study, SVM and ELM algorithms were observed using different activation functions. For the study with KNN, different K values were tested with different distance metric calculation methods. In the classification approach with ELM, it was observed that higher accuracy values were reached in a shorter time. In addition, Receiver Operating Characteristic (ROC) curves are plotted for the classification in which the best values are obtained for each algorithm.
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1. Introduction

Social media has a great place in today's internet usage. In particular, it is important for companies that want to advertise on social media to invest in which area. Facebook has the highest usage rate among social media tools. The concept of Social Media is at the forefront of many business managers' agenda today [1]. The number of users on the network is rapidly increasing day by day. According to Statista of the research sites, the number of internet users will reach 2.95 billion in 2020 [2]. The increase in the usage rates of social media directly increases the usage of internet. Especially popular with social media tools, Facebook maintains its leadership for a long time as its usage rate. According to the data from the same statistics site, in the last quarter of 2016 Facebook reached 1.86 billion monthly active users [3]. Facebook is a social network that aims to connect people with other people and exchange information. Facebook, founded by Harvard University student Mark Zuckerberg on February 4, 2004, was primarily created for Harvard University students. Then Facebook, including schools around Boston, within two months covered the entire Ivy League schools. In the first year: All schools in the United States were available on Facebook. Members priorities were only able to subscribe to the school's e-mail address. Later on in the network and some big companies also joined. In 2006, Facebook opened all e-mail addresses with some age restrictions. Facebook is one of the most visited sites in the world. It is the most visited site in some countries. The site is free for users and receives revenue from banners, logo ads and sponsor groups. The high usage rates of social media have been particularly attractive to companies working in the advertising field. Given its rapid development, it appears that social media brands may become the most important media channel to reach their customers in the near future [4], [5].

Using data mining techniques, it is possible to extract the estimated information from the unprocessed data [6]. The social media mining has provided a new head of research. Social media mining integrates social media, social network analysis and data mining to provide a consistent platform for understanding the foundations and potentials of social media mining. It introduces unique problems arising from social media data and provides basic algorithms for data mining and network analysis as well as problems with emerging concepts [7]. In this study, a dataset with Facebook data is classified by SVM, ELM and kNN algorithms using data mining approaches. For the study, the data set in the UCI repository was used [8], [9]. In the second part of this paper, working principles of SVM, ELM and kNN algorithms were mentioned. The third part of the paper mentioned how the data was obtained and which data were used for the classification in experimental studies. In addition, different classification algorithms were compared. In the last part, the results obtained are discussed.

2. Machine Learning Algorithms

In this section, information about SVM, ELM and kNN algorithms has been given from the machine learning methods used for the study.

2.1. Support Vector Machine

SVM is one of the classification techniques based on optimization. It is a method that is mostly used in data mining problems. This method performs the classification with the help of linear function or non-linear function. It is based on SVM method or the estimation of the most appropriate function to separate the data. This method, which is mostly used with machine learning methods, has started to be preferred in the area of data mining.

SVM learning is a learning algorithm which is used for classification, clustering, density estimation and lastly generating regression results from the data. SVM's theoretical foundations were firstly laid in 1960 by V. Vapnik. It was firstly used in classification in 1995. Vapnik's theory aims to show there is the...
solution which comprises the error in the learning clusters and the complexity of the hypothesis space (hypothesis space is expressed according to Vapnik-Chervonenkis (VP) dimension [10].

In general, SVM is designed for two class issues. Besides, many real applications require multi class classification. In order to solve multi class problems with SVM, it is necessary to separate the problem into many two class problems, to train the classifiers to solve the problem and to reconfigure everything for the appropriate output [10]. Multi-class SVMs can be classified under four main categories: One-against-all, one-against-one, Decision Trees based classification and Error-correcting output code EOC [11]. Different activation functions are used in SVM approach. In this study, linear, quadratic, cubic and Gaussian activation functions were used for classification.

### 2.2. Extreme Learning Machine

ELM was recommended in Huang et al. [12]. Since 2004, ELM has been using it for Single-hidden Layer Feedforward Neural Networks (SLFNs) training. [13]- [17]. Unlike other feedforward artificial neural networks, ELM does not have to constantly adjust the weight according to the error function. The output weights are determined by calculating the Moore-Penrose generalized inverse matrix while the learning parameters of the neurons in the hidden layer are generated randomly. This is why the speed of education and generalization are high. Fig.-1 shows the general structure of SLFNs.

![Network Structure of SLFNs](image)

**Fig. 1.** The network structure of SLFNs.

In this figure, \(w_{i1}, w_{i2}, \ldots, w_{iL}\) are weights vector connecting the \(i\), hidden neuron. \(w\) is weight vector connecting the \(i\), hidden neuron. Given \(M\) arbitrary training examples \(\{(x_j, t_j)\}_{j=1}^M \subset \mathbb{R}^d \times \mathbb{R}^n\), the output of the generalized SLFNs with \(M\) hidden nodes can be obtained as:

\[
f(x_j) = \sum_{i=1}^t \beta_i g_i(x_j) \tag{1}
\]

\[
f(x_j) = \sum_{i=1}^t \beta_i G(a_i, b_i, x_j) = o_j, j = 1, \ldots, M \tag{2}
\]

If the SLFNs can proximate all the \(M\) samples without error, that is

\[
\sum_{j=1}^M \|o_j - t_j\| = 0 \tag{3}
\]

There exists pairs of \((a_i, b_i)\) and \(\beta_i\) such that:

\[
\sum_{i=1}^t \beta_i G(a_i, b_i, x_j) = r_j, j = 1, \ldots, M \tag{4}
\]

The above \(M\) equations can also be equivalently expressed in the compact matrix form

\[
H\beta = T \tag{5}
\]

Where

\[
H = \begin{bmatrix}
G(a_1, b_1, x_1) & \cdots & G(a_L, b_L, x_1) \\
\vdots & \ddots & \vdots \\
G(a_1, b_1, x_M) & \cdots & G(a_L, b_L, x_M)
\end{bmatrix}_{M \times L}
\]

\[
\beta = \begin{bmatrix}
\beta_1^T \\
\vdots \\
\beta_L^T
\end{bmatrix}_{L \times k}
\]

\[
T = \begin{bmatrix}
t_1^T \\
\vdots \\
t_M^T
\end{bmatrix}_{M \times k}
\]

\[H\beta = T\]

\[
\beta = H^{-1}T \tag{9}
\]

Provided that the number of hidden nodes is \(L\) is coequal to the number of different training samples \(M\), it is possible to find a \(\hat{\beta}\) which leads to zero training error. The hidden layer output \(H\) is a reversible square matrix. The solution of the linear system can thus be given as:

\[
\hat{\beta} = H^{-1}T \tag{10}
\]

Where \(H^T\) is said the Moore-Penrose universalized inverted [18], [20]. Different activation functions are used in ELM approach. In this study, sigmoid, radial basis, tangent sigmoid and hard limit activation functions were used for classification.

It is possible to summarize the operations of the ELM algorithm as follows:

- Assign entry input weight and bias randomly
- Compute the hidden layer output matrix
- Compute the output weight

### 2.3. K Nearest Neighbors

kNN is an educational and sample-based classification algorithm. Classification of a vector in kNN is done using known vectors. The sample to be tested is processed individually with each sample in the training set. In order to determine the class of the sample to be tested, \(K\) samples are selected closest to that sample in the training set. An example of which class is to be tested, if it is the most specific, belongs to this class. Distances between samples are found with distance calculation formulas such as Euclidean, Manhattan, Cosine, Minkowski.

All distance values calculated using the distance metric used are sorted. The least number of \(K\) is specified depending on the number of \(K\) among the ordered values. \(K\) adjacent samples that
are closest to the sample to be tested are determined. The class labels of K neighbors are used for classifying the sample to be tested.

The advantages of this approach are; Applicability is a simple algorithm, it is resistant to noisy educational documents, and is effective if the number of educational patterns is high. Distance based learning algorithm, distance metric selection, high computational cost are disadvantages. For this study, the accuracy ratios were compared by working with different distance calculation metrics and K values.

3. Experimental Studies

The data set used in this study was taken from the UCI repository [8]. There are 500 records in this data set. 40% of the data were used for training and the rest were used for the test. The data set has 19 attributes. The type attribute in the dataset is selected as class.

There are 4 classes that are used on Facebook, including photo, status, video and link. Descriptions of the attributes used are given in Table 1.

<table>
<thead>
<tr>
<th>No</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Total liked pages</td>
</tr>
<tr>
<td>2</td>
<td>Category</td>
</tr>
<tr>
<td>3</td>
<td>Month of publication (1-12)</td>
</tr>
<tr>
<td>4</td>
<td>The day the submission was published (1-7)</td>
</tr>
<tr>
<td>5</td>
<td>Delivery time (1-24)</td>
</tr>
<tr>
<td>6</td>
<td>Whether or not the advertisement is paid (1,0)</td>
</tr>
<tr>
<td>7</td>
<td>Number of singles who saw</td>
</tr>
<tr>
<td>8</td>
<td>Number of clicks and clicks</td>
</tr>
<tr>
<td>9</td>
<td>Number of singles who click anywhere in the post</td>
</tr>
<tr>
<td>10</td>
<td>Number of people clicking anywhere in the post</td>
</tr>
<tr>
<td>11</td>
<td>Any number of clicks in the post</td>
</tr>
<tr>
<td>12</td>
<td>Total number of people who like the page</td>
</tr>
<tr>
<td>13</td>
<td>The number of people who liked the page afterwards</td>
</tr>
<tr>
<td>14</td>
<td>Number of people who liked and joined the page</td>
</tr>
<tr>
<td>15</td>
<td>Number of posts in the post</td>
</tr>
<tr>
<td>16</td>
<td>Number of likes</td>
</tr>
<tr>
<td>17</td>
<td>Number of shares sent</td>
</tr>
<tr>
<td>18</td>
<td>Sum of likes, comments and shares</td>
</tr>
<tr>
<td>19</td>
<td>Class (Status, Photo, Link, Video)</td>
</tr>
</tbody>
</table>

For this study, a computer with the Matlab 2016b program installed and having 8 GB of RAM and an Intel core i5 2.7 GHZ processor is used. The accuracy value was used to compare the classifiers. Equation 11 is used to find the correctness value. In Table 2, lines indicate the actual value of the example; and columns of matrix indicate estimated values which were classified or clustered.

<table>
<thead>
<tr>
<th>Label</th>
<th>Real Positive</th>
<th>Real Negative</th>
</tr>
</thead>
<tbody>
<tr>
<td>Estimated Positive</td>
<td>True Positive</td>
<td>False Positive</td>
</tr>
<tr>
<td></td>
<td>(T_p)</td>
<td>(F_p)</td>
</tr>
<tr>
<td>Estimated Negative</td>
<td>False Negative</td>
<td>True Negative</td>
</tr>
<tr>
<td></td>
<td>(F_n)</td>
<td>(T_n)</td>
</tr>
</tbody>
</table>

The sum of true positive and false positive values divided by the sum of all positive and negative values:

\[
Accuracy = \frac{T_p + T_n}{T_p + T_n + F_p + F_n}
\]

(11)

The normalization procedure shown in Eq. (12) is applied to the data so that the values can range from 0 to 1.

\[
Normalization = \frac{x - x_{min}}{x_{max} - x_{min}}
\]

(12)

Accuracy values obtained with SVM classifications are given in Table 3.

<table>
<thead>
<tr>
<th>Activation Function</th>
<th>Accuracy Rate (%)</th>
<th>Time (second)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear</td>
<td>91.18</td>
<td>3.58240</td>
</tr>
<tr>
<td>Quadratic</td>
<td>91.43</td>
<td>0.30695</td>
</tr>
<tr>
<td>Cubic</td>
<td>90.56</td>
<td>0.27425</td>
</tr>
<tr>
<td>Gaussian</td>
<td>86.64</td>
<td>0.23885</td>
</tr>
</tbody>
</table>

The best value for the SVM study was found with the quadratic activation function.

The ROC curves of the values obtained with this activation function are shown in Fig. 2.

Table 3. SVM classification accuracy values and training time

![Fig. 2. ROC Curves for SVM. a) Photo, b) Status, c) Video, d) Link.](image)

Accuracy values obtained with ELM classifications are given in Table 4. The number of hidden neurons for the ELM classifier was chosen as 50. The correct rate of classification of the ELM classifier can vary according to different hidden neuron numbers. At the same time, the number of different neurons also influences the duration of the classifier.
In the study with ELM, the best value was obtained by tangent sigmoid activation function. The ROC curves of the values obtained with this activation function are shown in Fig. 3.

In the study with kNN, the results obtained by different distance calculation and K values are given in Table 5.

In the study with kNN, the results obtained by different distance calculation and K values are given in Table 5.

The best value for the study with kNN was found to be the Euclidean distance calculation and the K value of 10. Euclidean, Minkowski and cosine distance calculations are used in the study with kNN. For the value of K, 1, 10 and 100 were chosen. Accordingly, the ROC curves are shown in Fig. 4.

**Table 4. ELM classification accuracy values and training time**

<table>
<thead>
<tr>
<th>Activation Function</th>
<th>Accuracy Rate (%)</th>
<th>Time (second)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sigmoid</td>
<td>93.01</td>
<td>0.21454</td>
</tr>
<tr>
<td>Radial Basis</td>
<td>92.14</td>
<td>0.15220</td>
</tr>
<tr>
<td>Tangent Sigmoid</td>
<td>93.38</td>
<td>0.09140</td>
</tr>
<tr>
<td>Hard Limit</td>
<td>89.57</td>
<td>0.98521</td>
</tr>
</tbody>
</table>

**Table 5. kNN classification accuracy values and training time**

<table>
<thead>
<tr>
<th>Distance Metric</th>
<th>K Value</th>
<th>Accuracy Rate (%)</th>
<th>Time (second)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Euclidean</td>
<td>1</td>
<td>90.63</td>
<td>2.00890</td>
</tr>
<tr>
<td>Euclidean</td>
<td>10</td>
<td>91.45</td>
<td>0.19928</td>
</tr>
<tr>
<td>Euclidean</td>
<td>100</td>
<td>85.03</td>
<td>0.23627</td>
</tr>
<tr>
<td>Cosine</td>
<td>10</td>
<td>91.04</td>
<td>0.08121</td>
</tr>
<tr>
<td>Minkowski</td>
<td>10</td>
<td>89.11</td>
<td>0.13397</td>
</tr>
</tbody>
</table>

4. Conclusions

Social media has a great place in today's internet usage. In particular, it is important for companies that want to advertise on social media to invest in which area. Facebook has the highest usage rate among social media tools. In this study, artificial intelligence techniques were used to classify a data set generated with Facebook data. In order to achieve this purpose, SVM, ELM and kNN are compared.

Studies have been carried out with different activation functions for each classifier. In the SVM study where the quadratic activation function was selected, the accuracy value reached 91.4%. While the lowest value was obtained with the Gaussian function. The ELM classifier using tangent sigmoid activation function has reached 93.4% accuracy value. The lowest value is seen when the hard limit activation function is selected. In the study with kNN, it was observed that the best accuracy value was 91.45%. This accuracy value was obtained in the study where K=10 was selected and the distance calculation metric was selected as Euclidean. It was observed that the work done with ELM performed faster classification than the work done with SVM. For big data, ELM appears to be a preferred classifier. The results obtained are also shown by ROC curves.
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