Broadband spectral splitting of white light via 2D diffractive optical elements
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Abstract: An effective way of increasing the efficiency of solar cells is to spectrally split sunlight into several frequencies and absorb each frequency using appropriate photovoltaic materials. In this study, we establish a method to show spectral splitting of broadband solar light via iteratively optimized diffractive optical elements. We develop an algorithm in order to calculate 2D holographic patterns that focus two different frequencies to designated positions.
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1. Introduction
The energy need of people increases continuously and the obligation to develop more efficient energy sources is a contemporary challenge. Sustainable and nature-friendly energy sources must come into prominence for humanity to continue its existence. Given the tremendous amount of solar radiation reaching the earth’s surface each day, solar energy is one of the most promising energy sources. However, most of the solar energy reaching a specific region cannot be converted into electricity. For single-junction solar cells, the theoretical efficiency limit is 33.5% [1]. Recently, 29.3% efficiency has been reported experimentally for a single-junction solar cell. The efficiency is reported to increase up to 46% by using multijunction solar panels with concentrators [2].

Multijunction solar cells provide better efficiency given their architecture that consists of different materials with peak efficiencies at different frequencies of light. The electronic band structure of semiconductor materials determines the bandwidth over which the material can absorb the solar energy. By stacking junctions of different materials in such a way that the highest energy photons are absorbed by the top layer and subsequent layers absorb lower energy photons, the efficiency is maximized. However, there are several disadvantages of this technique: i) the energy losses due to reflection at interfaces of mechanically stacked devices and ii) the complexity of fabrication via epitaxial growth process [3]. On the other hand, fabrication of laterally displaced junctions is simpler and these junctions provide similar efficiency as the vertically stacked junctions. However, the laterally displaced junctions require the incident white light to be spectrally split, which is a challenge for broadband solar light.

Remarkably, diffractive optical elements (DOEs), which consist of array of microstructures, provide the opportunity to control diffraction and thereby enable beam processing, imaging, and spectroscopy in large-scale areas [4–6]. DOEs are also applied to multijunction solar cells for spectrally splitting broadband solar light [3,7,8]. DOEs are generally designed in one dimension and optimized for obtaining increased spectral splitting.
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efficiency. On the other hand, the DOEs that are optimized in two dimensions can provide spectral splitting and solar concentration simultaneously.

Here, we design two-dimensional DOEs, which simultaneously split light into different frequencies as well as concentrating solar light. Our optimization technique enables the design of DOEs that direct solar light into predesignated positions at the same time, providing easy adaptation to different fabrication processes.

2. Theory and algorithm

Wave properties of light, especially interference and diffraction, make it possible to split white light into different frequencies. A desired intensity pattern can be obtained at a given position by gaining control on diffraction of light beams. As illustrated in Figure 1a, partitioning the plane into sufficiently small pieces (pixels) results in diffraction. The light, passing from each pixel, diverges and interferes at the output plane. The resultant interference pattern can be controlled by changing the refractive index of each pixel, leading to manipulation of phase differences between diffracted light beams. These phase changes lead to constructive and destructive interferences at different positions at the output plane. These positions at the output plane also depend on the frequency of light. As a result, two distinct frequencies interfere constructively and destructively at different positions at the output plane.

We use the method developed by Dong et al. [8] and divide both input and output planes into pixels as shown in Figure 1b. The resultant interference at the output plane is calculated by using the following equation:
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\[ U_{2m\alpha} = \sum_{k=1}^{N_1} G_{mk} (\lambda_\alpha) U_{1k} (\lambda_\alpha), \]  

(1)

where \( U_{2m\alpha} \) is the value of the wave function at the \( m \)th pixel of the output plane for the wavelength of \( \lambda_\alpha \), \( U_{1k} \) the value of the wave function at the \( k \)th pixel of the input plane, \( G_{mk} \) the kernel function that fulfills the relation between the \( k \)th pixel of input and \( m \)th pixel of output wave functions, and \( N_1 \) the total number of pixels \([8]\). Eq. (1) indicates that the effect of an input pixel on an output pixel is determined by two values: \( U_{1k} \), which contains the information of phase just after the input plane, and \( G \), which includes the information of distance between input and output pixels. The equations for calculating these values in one-dimensional geometry are:

\[ U_{1k} (\lambda_\alpha) = \rho_{1k} \exp \left[ i2\pi h_{1k} (n_S - 1) / \lambda_\alpha \right], \]  

(2)

\[ G (y_2, y_1; l, \lambda_\alpha) = \left( \frac{1}{i\lambda_\alpha l} \right)^{1/2} \exp \left( i2\pi l / \lambda_\alpha \right) \times \exp \left( i\pi (y_2 - y_1)^2 / \lambda_\alpha l \right), \]  

(3)

where \( \rho_{1k} \) is the amplitude and \( h_{1k} \) the depth value of the \( k \)th input pixel, \( n_S \) the refractive index of input material, \( l \) the distance between input and output planes, and \( y_1 \) and \( y_2 \) the positions of input and output pixels, respectively. The product of Eq. (2) and Eq. (3) gives the complete information about phases. Note that both the depth pattern and the refractive index pattern can be used since both change the optical path length. For two dimensions, we reformulate the transfer function \( G \) as:

\[ G (y_2, y_1; z_2, z_1; l, \lambda_\alpha) = \left( \frac{1}{i\lambda_\alpha l} \right)^{1/2} \exp \left( i2\pi l / \lambda_\alpha \right) \times \exp \left( i\pi \left( (y_2 - y_1)^2 + (z_2 - z_1)^2 \right) / \lambda_\alpha l \right), \]  

(4)

where \( z_1 \) and \( z_2 \) are the second position components of input and output pixels, respectively. For obtaining a complete pattern, effects of diffracted light beams from all input pixels must be summed up. Lastly, we calculate the intensity pattern from the field distribution using:

\[ I (y_2, z_2; \lambda_\alpha) = \left| \sum_{k=1}^{N} G (y_2, y_1, z_2, z_1; l, \lambda_\alpha) \cdot U_{1k} (\lambda_\alpha) \right|^2. \]  

(5)

This calculation is performed iteratively for finding the optimum depth or refractive index profile. Effective algorithms such as the Gerchberg–Saxton algorithm can be used for easing the computational load \([9, 10]\). Our algorithm is based on Fourier optimization, which is performed by scanning pixels at the input plane one by one and calculating the resultant intensity pattern at the output plane. If intensity at a desired region increases, the algorithm accepts that input pattern and rejects it otherwise. By following these steps for more than one wavelength and introducing an “and” gate, we manage to focus each frequency to designated positions. As a result, both spectral splitting and concentration are achieved. Figure 2 illustrates a detailed diagram that shows each step of our algorithm.

3. Results

We run our optimization algorithm for a refractive index of \( n = 1.495 \) at the input plane for each pixel and we set the height profile range between 0 and 10 \( \mu \text{m} \) with a step size of 1 \( \mu \text{m} \). The distance between planes is set to 0.4 m and we choose two wavelengths as 400 nm and 800 nm. For one dimension, the size of the DOE
is set to 10 mm and the positions of points where the light will be focused are designed to be 2 mm for 400 nm and 8 mm for 800 nm. For 1D calculations, we optimize 1000 pixels. In the transverse plane the size of a pixel is set to 10 μm. After assigning these values to related variables, the algorithm creates a matrix, the size of which is 1000 × 1, and assigns one of the 11 equally spaced heights between 0 and 10 μm randomly to each element (with 1 μm step size) of this matrix. As a result, the initial height profile is generated. Then, for every single output pixel, the effect of diffracted beams from each input pixel is calculated. This calculation is performed for both 400 nm and 800 nm wavelengths. After that, the height of each input pixel is changed from 0 to 10 μm and the calculation is repeated iteratively. Then the obtained intensity value at the output plane is compared with the previous value. If both of the values for 400 nm and 800 nm increase, the height profile is accepted. The resultant height profile is shown in Figure 3a. A high resolution view of the height profile between 9 mm and 10 mm can be seen in Figure 3b. The resulting intensity pattern for light passing through the calculated height profile is shown in Figure 3c. We observe that 5 iterations are enough for the maxima to stabilize. The increase in intensity of chosen output pixels through iterations is shown in Figure 3d. In Figure 3, approximately 23% of total intensity at 400 nm is focused to the designated spot and at 800 nm 10% of incident light is focused at the target. In fact, more than one-third of incident light is focused successfully to the desired positions.
For two dimensions, the geometry is taken to be 10 mm × 10 mm and the target positions are chosen to be (2 mm, 8 mm) for 400 nm and (8 mm, 2 mm) for 800 nm. The resolution for the spectral splitter is 35 × 35 pixels. The calculation of $G$ is performed using the relation presented in Eq. (4) for 2D holographic patterns. The resultant height profile is shown in Figure 4a and the resulting intensity pattern through the structure is shown in Figure 4b. The separation of two wavelengths is obvious and 36% of total intensity is accumulated at the desired pixels. For 400 nm, intensity of the selected pixel increases from 0.069% to 20%, while for 800 nm it increases from 0.207% to 16% after optimization. We also obtain results for different positions. In Figure 5, we set the target positions to (8 mm, 8 mm) for 400 nm and (2 mm, 2 mm) for 800 nm. The resulting height profile is shown in Figure 5a and the output intensity pattern is shown in Figure 5b. According to the results, this time 35% of total intensity (20% for 400 nm and 15% for 800 nm) is focused to the desired pixels. Figures 4 and 5 show that we can design the DOE and control the concentration of light for different wavelengths at desired positions.

4. Discussion

We would like to mention that in our algorithm the incoming light is considered to be coherent. It is well known that sunlight is partially coherent [11–14]. The partially coherent plane wave is spatially coherent within planes that are transverse to the propagation direction, while it is partially coherent in the axial direction. For finding the interference equation for two partially coherent beams, their normalized cross-correlation should be defined as [14]:

$$g_{12} = \frac{\langle U_1^*U_2 \rangle}{(I_1I_2)^{1/2}}$$

(6)
where $U_1$ and $U_2$ are two partially coherent waves with intensities $I_1$ and $I_2$. The resultant intensity of two interfering beams is:

$$I = \langle |U_1 + U_2|^2 \rangle = \langle |U_1|^2 \rangle + \langle |U_2|^2 \rangle + \langle U_1^* U_2 \rangle + \langle U_1 U_2^* \rangle$$

which can be written in terms of intensities as:

$$I = I_1 + I_2 + 2(I_1 I_2)^{1/2} |g_{12}| \cos \varphi$$

where $\varphi$ is the phase of $g_{12}$. In the case of two correlated beams, $g_{12}$ becomes equal to $\exp(j \varphi)$. This leads to $|g_{12}| = 1$, so the equation evolves to an equation of interference of two beams with a phase difference $\varphi$. On the
other hand, for two uncorrelated beams, which leads to $|g_{12}| = 0$, the equation evolves to $I = I_1 + I_2$. This will result in no interference pattern, yet the intensities will be successfully summed up, which is desired for solar applications. For our approach, these two extreme cases are both acceptable since the first one is classical interference while the second one is the summing up of two intensities. If color holography were concerned, then the correlation would play a major role and would result in incorrect shapes for uncorrelated beams. However, we are interested in intensity for solar applications rather than the accuracy of the spatial shape.

For more generalized cases with a wider range of frequencies, the spectra of resultant intensity for incoherent and coherent cases are given by:

\begin{align*}
\text{Incoherent} : & \quad F \{I_i\} = [H \times H] [G_g \times G_g], \\
\text{Coherent} : & \quad F \{I_i\} = H G_g \times H G_g
\end{align*}

where $F \{I_i\}$ is the spectrum of resultant intensity, $G_g$ is the spectrum of incoming light, and $H$ is the amplitude transfer function [15]. The spatial profile of the interference pattern can be described using Eq. (9) and Eq. (10) for a broadband spectrum if accuracy is concerned rather than the total intensity at the target position.

5. Conclusion
The theoretical results show that more than 30% of light can be focused to designated positions, which can be set and optimized to fabrication criteria. Our designs offer increase in efficiency of solar cells given that the DOE acts simultaneously as a solar concentrator and as a spectral splitter, which are highly desired for multijunction solar cells. Increasing the number of pixels in the DOE or decreasing the step size in pixel values (resulting in increased number of steps within the same pixel height) results in more effective splitting. In both cases, the limiting factor is the calculation time, which increases drastically with the increase of number of pixels and number of steps. The calculation of a DOE that consists of $35 \times 35$ pixels with 11 height steps takes approximately 18 h, which can be further decreased using more advanced algorithms such as the genetic optimization method.
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