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Abstract
We introduce iterative methods approximating fixed points for nonlinear operators defined on infinite-dimensional spaces. The starting points are the Implicit and Explicit Midpoint Rules, which generate polygonal functions approximating a solution for an ordinary differential equation in finite-dimensional spaces. The purpose is to determine suitable conditions on the mapping and the underlying space, in order to get strong convergence of the generated sequence to a common solution of a fixed point problem and a variational inequality. The authors contributions appear in the papers \cite{34}, \cite{60}, \cite{61}.
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1. Introduction

Let \((X, \| \cdot \|)\) be an infinite dimensional Banach space, \(C \subset X\) a nonempty and closed set, \(T : C \to C\) a nonlinear operator with \(\text{Fix}(T) = \{z \in C: Tz = z\} \neq \emptyset\).

A classical problem in Metric Fixed Point Theory can be formulated as:

Examine the conditions under which the equation \(x = Tx\) may be solved by successive approximations:

\[
\begin{aligned}
&x_0 \in C, \\
&x_{n+1} = Tx_n, \quad n \geq 0.
\end{aligned}
\]  

(1.1)

Recall that a mapping \(T : C \to C\) is said L-Lipschitzian if there exists a constant \(L \geq 0\) such that

\[\|Tx - Ty\| \leq L\|x - y\| \quad \forall x, y \in X.\]

In particular,
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if \( L < 1 \) then \( T \) is called contraction;

if \( L = 1 \) then \( T \) is said nonexpansive.

The first result, dealing with the convergence of sequence (1.1), is the well known Banach Principle ([5]). It holds for contractions defined on a complete metric space. Nevertheless, under the same hypothesis, if the mapping \( T \) is nonexpansive, then it is not guaranteed neither the existence nor the uniqueness of a fixed point; moreover, the sequence of iterates (1.1) may fail to converge to the fixed point even if it exists (see [38, example 2.1] and [18, example 6.4]).

Recognition of fixed point existence results for nonexpansive mappings has a significant line of research in the works of Browder [8], Gohde [37] and Kirk [51] published in 1965. We recall the following results, which were proved independently:

**Theorem 1.1** (Browder-Gohde’s theorem). If \( C \) is a bounded, closed and convex subset of a uniformly convex Banach space \( X \) and if \( T : C \to C \) is nonexpansive, then \( T \) has a fixed point.

**Theorem 1.2** (Kirk’s theorem). Let \( C \) be a weakly-compact, convex subset of a Banach space \( X \). Assume that \( C \) has the normal structure property, then any nonexpansive mapping \( T : C \to C \) has a fixed point.

Nonexpansive mappings, besides being a generalization of contractions, represent a class of interest for its connection with

- Evolution inclusions: \( 0 \in \frac{du}{dt} + T(t)u \), where \( T(t) \) is, in general, set-valued and accretive or dissipative and minimally continuous.

- Convex minimization problems: let \( C \) a closed and convex subset of a real Hilbert space \( H \), \( \phi : C \to \mathbb{R} \) a convex and Fréchet differentiable function, finding \( x_0 \in C \) such that

\[
\phi(x_0) = \min_{x \in C} \phi(x),
\]

that is equivalent to solve

\[
\langle \nabla \phi(x_0), y - x_0 \rangle \geq 0, \quad \forall y \in C,
\]

can be treated as the fixed point problem

\[
x_0 = P_C(x_0 - \frac{1}{L_F} \nabla \phi(x_0)),
\]

where \( \frac{1}{L_F} \) is the Lipschitz constant for \( \nabla \phi \).

These facts promoted the development of two basic research directions:

- Study of suitable assumptions regarding the structure of the underlying space \( X \) and/or restrictions on \( T \) to ensure the existence of at least a fixed point;

- Construction of iterative methods for approximating the fixed points of \( T \).

Historically, one of the most investigated methods approximating fixed points of nonexpansive mappings dates back to 1953 and is known as Mann’s method, in light of Mann [58]. Let \( C \) be a nonempty, closed and convex subset of a Banach space \( X \), Mann’s scheme is defined by

\[
\begin{aligned}
x_0 &\in C, \\
x_{n+1} &= \alpha_n x_n + (1 - \alpha_n) T(x_n), \quad n \geq 0,
\end{aligned}
\]  

(1.2)

where \( (\alpha_n)_{n \in \mathbb{N}} \) is a real control sequence in \((0, 1)\).
Given a nonexpansive mapping $T$ with at least a fixed point, from [72] it is known that if $\sum_{n=1}^{\infty} \alpha_n(1 - \alpha_n) = +\infty$ and $C$ is a subset of a uniformly convex Banach space with Fréchet differentiable norm, then the sequence generated by (1.2) weakly converges to a fixed point of $T$. This result has been generalized in 2001 [30, Theorem 6.4], under the same hypotheses of the parameters sequence, to a more general setting of Banach spaces.

However the convergence is not strong, in general, even in a Hilbert space setting, as shows the celebrated counterexample in [35]. Since then, many modifications to the original Mann’s algorithm have been provided in order to get strong convergence (see the books [1], [6] and the papers [16], [21], [40], [48], [50], [62], [65], [66], [81], [92], [93] with references therein). In detail, we mention the schemes obtained by:

Ishikawa ([46]):
\[
\begin{align*}
x_0 &\in C, \\
x_{n+1} &= (1 - \alpha_n)x_n + \alpha_nT(\beta_n x_n + (1 - \beta_n)Tx_n), \quad n \geq 0.
\end{align*}
\]

Halpern, ([39]):
\[
\begin{align*}
x_0, u &\in C, \\
x_{n+1} &= \alpha_n u + (1 - \alpha_n)Tx_n, \quad n \geq 0.
\end{align*}
\]

Moudafi, ([64]):
\[
\begin{align*}
x_0 &\in C, \\
x_{n+1} &= \alpha_n f(x_n) + (1 - \alpha_n)Tx_n, \quad n \geq 0,
\end{align*}
\]

where $(\alpha_n)_{n\in\mathbb{N}}, (\beta_n)_{n\in\mathbb{N}} \in (0, 1)$ and $f : C \to C$ is a contraction.

More recently there exist other attempts to give iterative methods for nonexpansive mappings arising from a different perspective. In detail, consider an initial value problem for ODE’s (Ordinary Differential Equations) of the type
\[
\begin{align*}
x'(t) &= \Phi(x(t)) \\
x(t_0) &= x_0
\end{align*}
\] (1.3)

Most of equations of type (1.3) cannot be solved in closed form, therefore numerical integration becomes an important tool in order to get informations about the solution trajectory. To this regard, we recall the Midpoint Numerical Rules. Given a time interval $[t_0, T]$, these procedures compute for each positive integer $N$:

- The step-size $h = \frac{T-t_0}{N}$,
- The time nodes $\{t_n = t_0 + nh\}_{n=0}^{N}$,
- Approximate values $\{y_n\}_{n=0}^{N}$ of the solution $x(t)$, $y_n \approx x(t_n)$;
- The polygonal $Y_N(t)$, connecting each pair of consecutive points $(t_n, y_n), (t_{n+1}, y_{n+1})$, for $n = 0, 1, \ldots, N$.

A midpoint numerical rule differs from another one for the way in which approximate values $\{y_n\}_{n=0}^{N}$ of the solution are given. Therefore we count:

Implicit Midpoint Rule (IMR):
\[
\begin{align*}
y_0 &= x_0 \\
y_{n+1} &= y_n + h\Phi\left(\frac{y_n + y_{n+1}}{2}\right), \quad n = 0, \ldots, N - 1.
\end{align*}
\] (1.4)
Explicit Midpoint Rule (EMR):

\[
\begin{align*}
y_0 &= x_0, \\
y_{n+1} &= y_n + h\Phi(y_n), \\
x_{n+1} &= y_n + h\Phi(\frac{y_n + y_{n+1}}{2}), \quad n = 0, \ldots, N-1.
\end{align*}
\] (1.5)

In both cases, the following theorem holds:

**Theorem 1.3.** [67] If \( \Phi \) is a Lipschitz continuous and sufficiently smooth function, then the sequence \( \{y_N\}_{N \in \mathbb{N}} \) converges to the exact solution of (1.3), as \( N \to \infty \), uniformly on \( t \in [t_0, T] \), for any fixed \( T > 0 \).

It can be noticed that if \( \Phi = I - g \), with \( I \) identity operator, then finding the critical points for

\[
\begin{align*}
x'(t) &= \Phi(x(t)) \\
x(t_0) &= x_0
\end{align*}
\]

is equivalent to solve the fixed point problem for \( g, x = g(x) \). This fact motivated M. A. Alghamdi, M. A. Alghamdi, N. Shahzad and H-K Xu, in [3], to introduce a fixed point iteration for nonexpansive mappings starting from formal analogy with the IMR scheme. The proposed method is implicit and is a Mann-type scheme, named Implicit Midpoint Rule for nonexpansive mappings:

\[
\begin{align*}
x_0 \in H, \\
x_{n+1} &= (1 - t_n)x_n + t_nT(\frac{x_n + y_{n+1}}{2}), \quad n \geq 0,
\end{align*}
\] (1.6)

where \( T : H \to H \) is a nonexpansive mapping and \( (t_n)_{n \in \mathbb{N}} \) is a sequence in \( (0, 1) \).

For this procedure, Alghamdi et al. proved the following weak convergence result:

**Theorem 1.4.** Let \( H \) be a Hilbert space and \( T : H \to H \) a nonexpansive mapping with \( \text{Fix}(T) \neq \emptyset \).

Let \( (x_n)_{n \in \mathbb{N}} \) be the sequence generated by

\[
\begin{align*}
x_0 \in H \\
x_{n+1} &= (1 - \alpha_n)x_n + \alpha_nT(\frac{x_n + y_{n+1}}{2}), \quad n \geq 0,
\end{align*}
\]

with \( (\alpha_n)_{n \in \mathbb{N}} \in (0, 1) \) satisfying the conditions

- \( \alpha_{n+1} \leq a\alpha_n, \quad \forall n \geq 0 \) and some \( a > 0 \),
- \( \lim \inf_{n \to \infty} \alpha_n > 0 \).

The sequence \( (x_n)_{n \in \mathbb{N}} \) weakly converges to a fixed point of \( T \).

Our purpose is to provide a variation to (1.6) in order to get strong convergence. The modification line is analogous to that adopted in 2015 by N. Hussain, G. Marino, L. Muglia, L. Alamri in their work [43]: the proposed algorithm differs from scheme (1.6) for the introduction of a term \( \alpha_n\mu_n(u - x_n) \) that can also be infinitesimal. The framework is still that of a Hilbert space \( H \). The obtained scheme is given by

\[
\begin{align*}
x_0, u &\in H, \\
x_{n+1} &= \alpha_n x_n + (1 - \alpha_n)T(\frac{x_n + y_{n+1}}{2}) + \alpha_n\mu_n(u - x_n), \quad n \geq 0,
\end{align*}
\] (1.7)

where \( (\alpha_n)_{n \in \mathbb{N}} \) and \( (\mu_n)_{n \in \mathbb{N}} \) are sequences in \( (0, 1] \) and \( T : H \to H \) is a nonexpansive mapping.

We show that, under suitable conditions on the parameters \( (\alpha_n)_{n \in \mathbb{N}} \) and \( (\mu_n)_{n \in \mathbb{N}} \), the sequence \( (x_n)_{n \in \mathbb{N}} \), generated by (1.7), converges strongly to the fixed point of \( T \) nearest to \( u \).
A different situation occurs if the starting point is the less known numerical EMR. Through formal analogy with scheme (1.5), a recursive procedure for the fixed point problem \( x = Tx \) is obtained and it is given by

\[
\begin{cases}
  x_0 \in H, \\
  \bar{x}_{n+1} = (1-t_n)x_n + t_nTx_n, \\
  x_{n+1} = (1-t_n)x_n + t_nT(\frac{\bar{x}_n + \bar{x}_{n+1}}{2}),
\end{cases}
\]

(1.8)

with \((t_n)_{n \in \mathbb{N}} \in (0,1)\) and \(T : H \to H\) is a nonexpansive mapping.

We designate it with Explicit Midpoint Rule for nonexpansive mappings.

Moreover, if the midpoint \(\frac{x_n + \bar{x}_{n+1}}{2}\) in the evaluation of \(T\) in (1.8) is replaced with any convex combination between \(x_n\) and \(\bar{x}_{n+1}\), then scheme (1.8) is named General Explicit Midpoint Rule for nonexpansive mappings.

We provide for the latter scheme the same formal modification as for the IMR for nonexpansive mappings, following [13]. The proposed method is given by

\[
\begin{cases}
  x_0, u \in H, \\
  \bar{x}_{n+1} = \beta_n x_n + (1-\beta_n)Tx_n, \\
  x_{n+1} = \alpha_n x_n + (1-\alpha_n)T(s_n x_n + (1-s_n)\bar{x}_{n+1}) + \alpha_n \mu_n (u - x_n),
\end{cases}
\]

(1.9)

where \((\alpha_n)_{n \in \mathbb{N}}, (\mu_n)_{n \in \mathbb{N}}, (\beta_n)_{n \in \mathbb{N}}, (s_n)_{n \in \mathbb{N}}\) are sequences in \((0,1]\).

Even in this case, we show that the sequence generated by (1.9) strongly converges to the fixed point of \(T\) closest to \(u\).

Inspired by work [91] of H. K. Xu, M. A. Alghamdi, N. Shahzad and the paper [19] of Y. Ke and C. Ma, we propose another explicit iterative method, starting from the EMR scheme for nonexpansive mappings. It is called Generalized Viscosity Explicit Midpoint Rule (GVEMR) and is given by

\[
\begin{cases}
  x_0 \in C \\
  \bar{x}_{n+1} = \beta_n x_n + (1-\beta_n)Tx_n, \\
  x_{n+1} = \alpha_n f(\bar{x}_n) + (1-\alpha_n)T(s_n x_n + (1-s_n)\bar{x}_{n+1}),
\end{cases}
\]

(1.10)

Iteration (1.10) is obtained, from (1.8), introducing a viscosity term \(f \in \Pi_C\) and replacing the midpoint of \([x_n, \bar{x}_{n+1}]\) with a generic point of the same interval in the evaluation of \(T\).

The purpose is to approximate fixed points of quasi-nonexpansive mappings in Hilbert spaces. We recall that a mapping \(T : C \to C\), with \(C\) a nonempty subset of a Banach space \(X\), is said to be quasi-nonexpansive if \(T\) has at least a fixed point and verify

\[
\|Tx - q\| \leq \|x - q\|, \quad \forall q \in Fix(T), \forall x \in C.
\]

This class of mappings, besides for including the class of nonexpansive operators with at least a fixed point, is of interest for the researchers because they can be discontinuous (see, for examples, the pioneering works [25, 27] and more recently the monograph [18]). In literature can be found several works dealing with the fixed points approximation of a quasi-nonexpansive operators (see, for instance, [32, 26, 33, 56, 55]).

In a second stage, strong convergence results are proved for the class of quasi-nonexpansive mappings in the more general setting of \(p\)-uniformly convex Banach spaces, for \(1 < p < \infty\), with new techniques with respect to those employed in a Hilbert spaces framework.

The first main result is applicable to \(L_p\) spaces; the second one, using the concept of \(\psi\)-expansive mappings (see [33] and references therein), is applicable to \(L_p\) spaces which fail to have a weakly continuous duality mapping.

2. Preliminaries

Throughout the next sections, will be denoted with
H, a real Hilbert space with inner product $\langle \cdot, \cdot \rangle$ and induced norm $\| \cdot \|$

$X$, a real Banach space with norm $\| \cdot \|$

$X^*$, the dual space of $X$ with duality pairing $\langle x, x^* \rangle = x^*(x)$ for each $x \in X$ and $x^* \in X^*$

$C$, a closed and convex subset of $H$ or $X$

$T : C \to C$, a nonexpansive or a quasi-nonexpansive mapping;

$f : C \to C$, a $\theta$-contraction for a certain $\theta \in [0, 1)$

$\text{Fix}(T)$, the fixed points set of $T$

$P_{\text{Fix}(T)}$, the metric projection of $C$ onto $\text{Fix}(T)$

$Q : C \to \text{Fix}(T)$, a sunny nonexpansive retraction;

$J_\phi$, the duality mapping associated to the gauge function $\phi$

$J$, the normalized duality mapping;

$\to$, the strong convergence;

$\rightharpoonup$, the weak convergence.

First of all we recall that, in a Hilbert space $H$, for each $x, y \in H$ and $\lambda \in [0, 1]$, the following inequalities hold:

\begin{align}
\|x + y\|^2 &\leq \|x\|^2 + 2 \langle y, x + y \rangle \quad (2.1) \\
\|\lambda x + (1 - \lambda)y\|^2 &\leq \lambda\|x\|^2 + (1 - \lambda)\|y\|^2 - \lambda(1 - \lambda)\|x - y\|^2. \quad (2.2)
\end{align}

The framework of the convergence results in Theorem 3.17 and Theorem 3.22 is constituted by $p$-uniformly convex Banach spaces. About the matter, we need to recall the following definitions:

**Definition 2.1.** \cite{38} A normed space $X$ is called uniformly convex if for any $\epsilon \in (0, 2]$ there exists a $\delta = \delta(\epsilon) > 0$ such that if $x, y \in X$ with $\|x\| = \|y\| = 1$ and $\|x - y\| \geq \epsilon$, then $\|\frac{x + y}{2}\| \leq 1 - \delta$.

**Definition 2.2.** \cite{38} The modulus of convexity of a Banach space $X$ is the function $\delta_X : (0, 2] \to (0, 1]$ defined by

$$
\delta_X(\epsilon) = \inf \left\{ 1 - \frac{\|x + y\|^2}{2} : \|x\| \leq 1, \|y\| \leq 1, \|x - y\| \geq \epsilon \right\}.
$$

We mention a characterization for uniformly convex Banach spaces using the notion of modulus of convexity:

**Theorem 2.3.** \cite{18} A normed space $X$ is uniformly convex if and only if $\delta_X(\epsilon) > 0$ for each $\epsilon \in (0, 2]$.

**Definition 2.4.** \cite{18} Let $p > 1$ be a real number. Then $X$ is said to be $p$-uniformly convex if there is a constant $c > 0$ such that

$$
\delta_X(\epsilon) \geq c\epsilon^p.
$$

From the definition, it follows that a $p$-uniformly convex Banach space is uniformly convex.

**Example 2.5.** \cite{18} If $X = L_p$ (or $l_p$), $1 < p < \infty$, then

1. $\delta_X(\epsilon) \geq \frac{1}{2p} \epsilon^2$, if $1 < p < 2$, 

2. \( \delta_X(\epsilon) \geq \epsilon^p \), if \( 2 \leq p < \infty \).

In particular, for such class of Banach spaces, we mention that for all \( x, y \in X \) and \( \lambda \in [0, 1] \), the following inequality is verified (86):

\[
\| \lambda x + (1 - \lambda)y \|_p \leq \lambda \| x \|_p + (1 - \lambda)\| y \|_p - \lambda(1 - \lambda)c \| x - y \|_p
\]

for a certain positive constant \( c \), for all \( x, y \in X \) and \( 0 \leq \lambda \leq 1 \).

The concept of duality mapping appeared for first time in the work of Beurling and Livingston (7).

Definition 2.6. [18] A continuous and strictly increasing function \( \phi : [0, +\infty) \to [0, +\infty) \) such that

\[
\phi(0) = 0 \quad \lim_{t \to \infty} \phi(t) = +\infty,
\]

is called a gauge function (or weight function).

Definition 2.7. [18] Given a gauge function \( \phi \), the mapping \( J_\phi : X \to 2^{X^*} \) defined by

\[
J_\phi(x) = \{ x^* \in X^* : \langle x, x^* \rangle = \| x \| \| x^* \| ; \phi(\| x \|) = \| x^* \| \}
\]

is called the duality mapping with gauge function \( \phi \).

If the gauge \( \phi \) is given by \( \phi(t) = t^{p-1}, 1 < p < +\infty \) for all \( t \in [0, +\infty) \), then \( J_\phi = J_p \) is known as \( p \)th generalized duality mapping; in particular, for \( p = 2 \) \( J_2 = J \) is called normalized duality mapping.

When we deal with \( j_\phi(x) \) we mean a (single-valued) selection of \( J_\phi(x) \).

Lemma 2.8. [22] Let \( \phi \) a gauge function and \( \Phi(t) = \int_0^t \phi(s) \, ds \), then \( \Phi \) is a convex function.

Definition 2.9. [22] The subdifferential of a proper functional \( g : X \to (-\infty, \infty) \) is a map designed with

\[ \partial g : X \to 2^{X^*} \]

and defined by

\[ \partial g(x) = \{ x^* \in X^* : g(y) \geq g(x) + \langle y - x, x^* \rangle, \forall y \in X \} \]

The duality mapping \( J_\phi \), associated to \( \phi \), can be also described in the following way:

Theorem 2.10. [4] If \( J_\phi \) is the duality mapping associated to a gauge \( \phi \), then

\[ J_\phi x = \partial \Phi(\| x \|) \quad \forall x \in X. \]

Thus a subdifferential inequality holds:

\[
\Phi(\| x + y \|) \leq \Phi(\| x \|) + \langle y, j_\phi(x + y) \rangle, \quad j_\phi(x + y) \in J_\phi(x + y)
\]

(2.4)

The following definition is due to Browder:

Definition 2.11. [9] The duality mapping \( J_\phi \) is said to be (sequentially) weak continuous if it is single-valued and maps weakly convergent sequences in \( X \) to weak* convergent sequences in \( X^* \), that is, if \( x_n \rightharpoonup x \) in \( X \), then \( J_\phi(x_n) \rightharpoonup^* J_\phi(x) \) in \( X^* \).

Example 2.12. [90] For each \( 1 < p < \infty \), the generalized duality map \( J_p \) of \( l_p \) is weakly continuous, instead that of \( L_p \) fails to be weakly continuous.
Example 2.13. \[90\] Let $H$ be a real (infinite dimensional) Hilbert space. Then $J_p$ is weakly continuous if and only if $p = 2$.

For the fixed points set of a quasi-nonexpansive mapping the following result holds:

Theorem 2.14. \[27\] Theorem 1

If $C$ is a closed, convex subset of a strictly convex normed linear space, and $T : C \to C$ is quasi-nonexpansive, then $\text{Fix}(T) = \{ z \in C : Tz = z \}$ is a nonempty, closed and convex set in which $T$ is continuous.

Definition 2.15. \[38\] A nonempty subset $K$ of $C \subset X$ is said to be a retract of $C$ if there exists a continuous mapping $Q : C \to K$ with $K = \text{Fix}(Q)$. Any such mapping $Q$ is a retraction of $C$ onto $K$.

It is known (see \[22\]) that a Banach space $X$ is smooth if and only if each duality mapping $J_\phi$ is single-valued. In such spaces, a characterization for a sunny nonexpansive retraction is given by:

Lemma 2.16. \[71, Lemma 2.7\]

Let $X$ be a smooth Banach space and let $C$ a nonempty subset of $X$. Let $Q : X \to C$ a retraction and let $J$ be the normalized duality map on $X$. The the following are equivalent:

1. $Q$ is sunny and nonexpansive,
2. $\|Qx - Qy\|^2 \leq \langle x - y, J(Qx - Qy) \rangle$ for all $x, y \in X$,
3. $\langle x - Qx, J(y - Qx) \rangle \leq 0$ for all $x \in X$ and $y \in C$.

Hence, there is at most one sunny nonexpansive retraction on $C$.

Remark 2.17. Previous lemma holds even if the normalized duality map $J$ is replaced with the duality map $J_\phi$ associated to a gauge function $\phi$.

Let us recall the definition of $\psi$-expansive mapping (see papers \[31\], \[32\], \[33\], \[54\], \[80\] and references therein).

Definition 2.18. \[33\] A mapping $A : D(A) \subset X \to X$ is said to be $\psi$-expansive if there exists a function $\psi : [0, +\infty) \to [0, +\infty)$ such that for every $x, y \in D(A)$, the inequality $\|Ax - Ay\| \geq \psi(\|x - y\|)$ holds, with $\psi$ satisfying

- $\psi(0) = 0$;
- $\psi(r) > 0 \quad \forall r > 0$;
- Either $\psi$ is continuous or it is nondecreasing.

Finally, we recall that

Definition 2.19. \[12\] Let $X$ be a real Banach space and $C$ a nonempty and closed subset of $X$. A mapping $T : C \to C$ is said to be demiclosed (at $y$), if for any $(x_n)_{n \in \mathbb{N}}$, in $C$, the conditions $x_n \rightharpoonup x$ and $Tx_n \to y$ imply $Tx = y$.

For a nonexpansive mapping defined on a uniformly convex Banach space, the following holds:

Lemma 2.20. \[12\] Theorem 3)

Let $C$ be a nonempty, closed and convex subset of a uniformly convex Banach space $X$, and let $T : C \to X$ be a nonexpansive mapping. Then $I - T$ is demiclosed, that is

$$(x_n)_{n \in \mathbb{N}} \subset C, \quad x_n \rightharpoonup x, \quad (I - T)x_n \to y \implies (I - T)x = y.$$
3. Convergence Results

Let’s start recalling iteration (1.7):

\[
\begin{align*}
  x_0, u &\in H, \\
  x_{n+1} = \alpha_n x_n + (1 - \alpha_n) T(\frac{x_n + x_{n+1}}{2}) + \alpha_n \mu_n (u - x_n), &\quad n \geq 0,
\end{align*}
\]

We can notice that this method is well defined. Indeed, if \( T : H \to H \) is a nonexpansive mapping, \( y, z, w \) are given points in \( H \) and \( \alpha \in (0, 1) \), then the mapping \( \tilde{T} : H \to H \) defined by

\[
\tilde{T} x = \alpha y + (1 - \alpha) T(\frac{z + x}{2}) + w
\]

is a contraction with constant \( \frac{1 - \alpha}{2} \). Therefore \( \tilde{T} \) has a unique fixed point. Hence we prove the following result:

**Theorem 3.1.** \([61, Theorem 3.2]\) Let \( H \) be a real Hilbert space and \( T : H \to H \) a nonexpansive mapping with \( \text{Fix}(T) \neq \emptyset \). Assume that the sequences \((\alpha_n)_{n \in \mathbb{N}}, (\mu_n)_{n \in \mathbb{N}} \in (0, 1] \) satisfy the conditions

1. \( \lim_{n \to \infty} \alpha_n = 0 \),
2. \( \sum_{n=0}^{\infty} \alpha_n \mu_n = +\infty \),
3. \( \lim_{n \to \infty} \frac{|\alpha_n - \alpha_{n-1}|}{\alpha_n \mu_n} = 0 \),
4. \( \lim_{n \to \infty} \frac{|\mu_n - \mu_{n-1}|}{\mu_n} = 0 \).

Then the sequence \((x_n)_{n \in \mathbb{N}} \), generated by (1.7), strongly converges to the point \( q_u \in \text{Fix}(T) \) nearest to \( u \), that is \( \|u - q_u\| = \min_{x \in \text{Fix}(T)} \|u - x\| \).

A possible choice of parameters satisfying the hypotheses of Theorem 3.1 is given by

\[
\alpha_n = \mu_n = \frac{1}{\sqrt{n}}
\]

**Remark 3.2.** We point out that if \( u = 0 \in H \), under the same hypotheses of Theorem 3.1, we get that the sequence \((x_n)_{n \in \mathbb{N}}\) generated by

\[
\begin{align*}
  x_0 &\in H, \\
  x_{n+1} = \alpha_n x_n + \alpha_n T(\frac{x_n + x_{n+1}}{2}) - \alpha_n \mu_n x_n &\quad n \geq 0
\end{align*}
\]

strongly converges to the point \( q \in \text{Fix}(T) \) nearest to \( 0 \in H \), that is, the fixed point of \( T \) with minimum norm \( \|q\| = \min_{x \in \text{Fix}(T)} \|x\| \).

A particular case of Theorem 3.1 is obtained for \( \mu_n = 1 \). The resulting algorithm is a Halpern-type iteration, for which we claim that:

**Corollary 3.3.** \([61, Corollary 3.4]\) Let \( H \) be a real Hilbert space and \( T : H \to H \) a nonexpansive mapping with \( \text{Fix}(T) \neq \emptyset \). If the sequence \((\alpha_n)_{n \in \mathbb{N}}, \subset (0, 1] \) satisfies the conditions

1. \( \lim_{n \to \infty} \alpha_n = 0 \),

...
\[(2) \sum_{n=0}^{\infty} \alpha_n = +\infty, \]
\[(3) \lim_{n \to \infty} \frac{|\alpha_n - \alpha_{n-1}|}{\alpha_n} = 0. \]

Then the sequence \((x_n)_{n \in \mathbb{N}}\) generated by
\[
\begin{cases}
x_0, u \in H, \\
x_{n+1} = \alpha_n u + (1 - \alpha_n)T(\frac{x_n + x_{n+1}}{2}), \quad n \geq 0
\end{cases}
\] (3.1)

strongly converges to the point \(q_u \in \text{Fix}(T)\) nearest to \(u\), that is
\[\|u - q_u\| = \min_{x \in \text{Fix}(T)} \|u - x\|.\]

**Remark 3.4.** Even in this case, it is considered the eventuality \(u = 0 \in H\). Therefore, we get that, under the same assumptions of Corollary 3.3, the sequence \((x_n)_{n \in \mathbb{N}}\) generated by
\[
\begin{cases}
x_0 \in H, \\
x_{n+1} = (1 - \alpha_n)T(\frac{x_n + x_{n+1}}{2}), \quad n \geq 0
\end{cases}
\]
strongly converges to the point \(q \in \text{Fix}(T)\) nearest to 0 \(\in H\), that is the fixed point of \(T\) with minimum norm \(\|q\| = \min_{x \in \text{Fix}(T)} \|x\|\).

For the sequence generated by (1.9)
\[
\begin{cases}
x_0, u \in H, \\
x_{n+1} = \beta_n x_n + (1 - \beta_n)Tx_n, \quad n \geq 0 \\
x_{n+1} = \alpha_n x_n + (1 - \alpha_n)T(s_n x_n + (1 - s_n)\bar{x}_{n+1}) + \alpha_n \mu_n (u - x_n), \quad n \geq 0,
\end{cases}
\]
we prove the following:

**Theorem 3.5.** [61, Theorem 4.2] Let \(H\) be a real Hilbert space and \(T : H \to H\) a nonexpansive mapping with \(\text{Fix}(T) \neq \emptyset\). Under the assumptions (1), (2), (3), (4) of Theorem 3.1, if the sequences \((\alpha_n)_{n \in \mathbb{N}}, (\mu_n)_{n \in \mathbb{N}}, (\beta_n)_{n \in \mathbb{N}}, (s_n)_{n \in \mathbb{N}}\) satisfy also the hypotheses
\[(5) \lim_{n \to \infty} \frac{|s_n - s_{n-1}|}{\alpha_n \mu_n} = 0 \]
\[(6) \lim_{n \to \infty} \frac{|\beta_n - \beta_{n-1}|}{\alpha_n \mu_n} = 0 \]
\[(7) \limsup_{n \to \infty} \beta_n (1 - s_n) + s_n > 0, \]
then \((x_n)_{n \in \mathbb{N}}\) generated by (1.9) strongly converges to the point \(x_u^* \in \text{Fix}(T)\) nearest to \(u\), that is
\[\|u - x_u^*\| = \min_{x \in \text{Fix}(T)} \|u - x\|\]

An example of control sequences satisfying conditions (1) – (7) is given by
\[\alpha_n = s_n = \mu_n = \frac{1}{\sqrt{n}}, \quad \beta_n = \frac{n}{n + 1}.\]
Remark 3.6. In case \( u = 0 \), under the same assumptions of Theorem 3.3 we obtain strong convergence of the sequence \((x_n)_{n \in \mathbb{N}}\), generated by
\[
\begin{cases}
x_0 \in H, \\
x_{n+1} = \beta_n x_n + (1 - \beta_n) T x_n, \quad n \geq 0 \\
x_{n+1} = \alpha_n x_n + (1 - \alpha_n) T (s_n x_n + (1 - s_n) x_{n+1}) - \alpha_n \mu_n x_n, \quad n \geq 0,
\end{cases}
\]
to the point \( x^* \in \text{Fix}(T) \) nearest to \( 0 \in H \), that is the fixed point of \( T \) with minimum norm \( \|x^*\| = \min_{x \in \text{Fix}(T)} \|x\| \).

As in the previous case, in the eventuality \( \mu_n = 1 \), for all \( n \in \mathbb{N} \), we have the following convergence result for a Halpern-type method:

Corollary 3.7. \cite{61} Corollary 4.4] Let \( H \) be a real Hilbert space and \( T : H \to H \) a nonexpansive mapping with \( \text{Fix}(T) \neq \emptyset \). Assume that conditions (1), (2)', (3)' of Corollary 3.3 hold and that the sequences \((\alpha_n)_{n \in \mathbb{N}}, (\beta_n)_{n \in \mathbb{N}}, (s_n)_{n \in \mathbb{N}}\) satisfy also the hypotheses:

\[
\begin{align*}
(5)' & \lim_{n \to \infty} \frac{|s_n - s_{n-1}|}{\alpha_n} = 0, \\
(6)' & \lim_{n \to \infty} \frac{|\beta_n - \beta_{n-1}|}{\alpha_n} = 0, \\
(7) & \limsup_{n \to \infty} \beta_n (1 - s_n) + s_n > 0,
\end{align*}
\]

then the sequence \((x_n)_{n \in \mathbb{N}}\) generated by
\[
\begin{cases}
x_0, u \in H \\
x_{n+1} = \beta_n x_n + (1 - \beta_n) T x_n, \quad n \geq 0 \\
x_{n+1} = \alpha_n u + (1 - \alpha_n) T (s_n x_n + (1 - s_n) x_{n+1}), \quad n \geq 0,
\end{cases}
\]
strongly converges to the point \( x_{u}^* \in \text{Fix}(T) \) nearest to \( u \).

Remark 3.8. For \( u = 0 \), under the same assumptions of Corollary 3.7 we obtain strong convergence of the sequence \((x_n)_{n \in \mathbb{N}}\), generated by
\[
\begin{cases}
x_0 \in H, \\
x_{n+1} = \beta_n x_n + (1 - \beta_n) T x_n, \quad n \geq 0 \\
x_{n+1} = (1 - \alpha_n) T (s_n x_n + (1 - s_n) x_{n+1}), \quad n \geq 0,
\end{cases}
\]
to the point \( x^* \in \text{Fix}(T) \) nearest to \( 0 \in H \), that is the fixed point of \( T \) with minimum norm \( \|x^*\| = \min_{x \in \text{Fix}(T)} \|x\| \).

Let us consider the conditions:

\[
\begin{align*}
(i) & \quad \lim_{n \to \infty} \alpha_n = 0, \\
(ii) & \quad \sum_{n=0}^{\infty} \alpha_n = \infty, \\
(iii) & \quad \limsup_{n \to \infty} \beta_n (1 - \beta_n) (1 - s_n) > 0.
\end{align*}
\]

A strong convergence result of the sequence \((x_n)_{n \in \mathbb{N}}\) generated by (1.10) to a fixed point of a quasi-nonexpansive operator is proved in the framework of Hilbert spaces:
Theorem 3.9. [GA Theorem 3.2] Let $H$ be a real Hilbert space and let $C$ be a nonempty, closed and convex subset of $H$. Let $T : C \to C$ be a quasi-nonexpansive mapping, with $I - T$ demiclosed at 0, and $f : C \to C$ be a contraction with coefficient $\theta \in (0, 1)$. Let $(\alpha_n)_{n \in \mathbb{N}}$, $(\beta_n)_{n \in \mathbb{N}}$, $(\delta_n)_{n \in \mathbb{N}}$ be three sequences in $(0, 1)$, satisfying the conditions (i), (ii), (iii). Then, the sequence $(x_n)_{n \in \mathbb{N}}$, defined in (3.2), strongly converges to $\bar{x} \in \text{Fix}(T)$, which is the unique solution in $\text{Fix}(T)$ of the variational inequality (VI)
\[
\langle \bar{x} - f(\bar{x}), \bar{x} - x \rangle \leq 0, \quad \forall x \in \text{Fix}(T).
\] (3.3)

Remark 3.10. Conditions
- $T$ is quasi-nonexpansive,
- $I - T$ is demiclosed at 0,

appearing in the previous theorem, are not related. One could consider the following examples to confirm this:

Example 3.11. [HI Example 2.3]
Let $H = \mathbb{R}$, $C = [0, +\infty)$ and $T : C \to C$ a mapping defined by
\[
Tx = \begin{cases} 
\frac{2^n}{2^n + 1} & x \in (1, +\infty) \\
0 & x \in [0, 1]
\end{cases}
\]

It results that
- $\text{Fix}(T) = \{0\}$;
- $T$ is discontinuous;
- $T$ is quasi-nonexpansive, indeed if $x \in [0, 1]$ then $|Tx - 0| = 0 \leq |x - 0|$; while, if $x \in (1, +\infty)$ then $|Tx - 0| = \frac{2^n}{2^n + 1} \leq 1 \leq |x - 0|$;
- Considering the sequence $x_n = 1 + \frac{1}{n} \in (1, 2)$, it results that $x_n \to 1 \notin \text{Fix}(T)$ and $|x_n - Tx_n| \to 0$, thus $I - T$ is not demiclosed at 0.

Example 3.12. [IS Example 8.2]
Let $H = \mathbb{R}$, $C = [0, 1]$ and $T : C \to H$ defined by $Tx = 1 - x^2$.

- $\text{Fix}(T) = \{q\}$, with $q \in (0, 1)$;
- $T$ is a continuous pseudo-contraction, since $I - T$ is monotone; therefore $I - T$ is demiclosed at 0 (see [93 Demi-closedness Principle]);
- $T$ is not quasi-nonexpansive since:
  - if $x = 0$, then $|Tx - q| \leq |x - q|$ implies $1 - q \leq q$, and hence $q \geq \frac{1}{2}$
  - if $x = 1$, then $|Tx - q| \leq |x - q|$ implies $q \leq 1 - q$, and hence $q \leq \frac{1}{2}$

Thus it must be $q = \frac{1}{2}$, that is a contradiction.

Remark 3.13. There exist mappings $T : C \to C$, with $\text{Fix}(T)$ nonempty, which are quasi-nonexpansive and such that $I - T$ is demiclosed at 0. Among these, in addition to nonexpansive mappings, let us mention
- Nonspraying mappings, introduced by Kohsaka and Takahashi in 2008:

Definition 3.14. [52] Let $X$ be a smooth, strictly convex and reflexive Banach space, let $J$ be the duality mapping of $X$ and let $C$ a nonempty, closed and convex subset of $X$. Then, a mapping $S : C \to C$ is said to be nonspraying if
\[
\Phi(Sx, Sy) + \Phi(Sy, Sx) \leq \Phi(Sx, y) + \Phi(Sy, x),
\]
for all $x, y \in C$, where $\Phi(x, y) = \|x\|^2 - 2\langle x, Jy \rangle + \|y\|^2$ for all $x, y \in X$. 

Particularly, if $X$ is a Hilbert space, it is known that $\Phi(x, y) = \|x - y\|^2$ for all $x, y \in H$. Then a nonspreading mapping $S : C \to C$ in a Hilbert space is defined as follows:

$$2\|Sx - Sy\|^2 \leq \|Sx - y\|^2 + \|x - Sy\|^2,$$

for all $x, y \in C$.

- L-hybrid mappings, introduced by Aoyama et al. in 2010:

**Definition 3.15.** [2] Let $T : H \to H$ be a mapping and $L$ a nonnegative number. We will say that $T$ is L-hybrid, signified as $T \in H_L$, if

$$\|Tx - Ty\|^2 \leq \|x - y\|^2 + L\langle x - Tx, y - Ty \rangle, \quad \forall x, y \in H.$$

Theorem 3.9 holds for these classes of mappings.

**Remark 3.16.** In Theorem 3.9, no additional assumption has been formulated for the limit of the sequence $(s_n)_{n \in \mathbb{N}}$, hence it could be that $\lim_{n \to \infty} s_n = 0$.

Theorem 3.9 has been improved by García-Falset, Marino and Zaccone in [34] in the more general setting of $p$-uniformly convex Banach spaces, in which inequalities analogous to (2.1) and (2.2), valid in Hilbert spaces, hold (see Xu’s paper [86] for a detailed survey).

**Theorem 3.17.** [34] **Theorem 3.2** Let $X$ be a $p$-uniformly convex Banach space, with $1 < p < +\infty$, having a weakly sequentially continuous duality mapping $J_p$. Let $C$ be a nonempty, closed and convex subset of $X$, $T : C \to C$ a quasi-nonexpansive mapping, such that $I - T$ is demiclosed at 0,1 and $f : C \to C$ a $\theta$-contraction, for a certain $\theta \in [0, 1]$.

Let $(x_n)_{n \in \mathbb{N}}$ be generated by (1.10). Assume that the sequences $(\alpha_n)_{n \in \mathbb{N}}$, $(\beta_n)_{n \in \mathbb{N}}$, $(s_n)_{n \in \mathbb{N}}$ satisfy the conditions (i), (ii), (iii). If $\text{Fix}(T)$ is the sunny nonexpansive retract of $C$, with $Q : C \to \text{Fix}(T)$ sunny nonexpansive retraction, then $(x_n)_{n \in \mathbb{N}}$ strongly converges to $\bar{q} = Q(f(\bar{q}))$. Further $\bar{q}$ is the unique solution in $\text{Fix}(T)$ of the variational inequality

$$\langle f(\bar{q}) - \bar{q}, J_f(x - \bar{q}) \rangle \leq 0, \quad \forall x \in \text{Fix}(T) \tag{3.4}$$

**Remark 3.18.** In order to have a strong convergence result in the setting of a $p$-uniformly Banach space $X$, we assume that $X$ has weakly sequentially continuous duality mapping $J_p$, for a certain gauge function $\phi$. This hypothesis, compared to the weak continuity for the normalized duality map $J$, that is frequently assumed in trying to extend some results from the setting of Hilbert spaces to that of Banach spaces (see [47], [78] and other works), allows us to include, for instance, also the sequential spaces $l_p$. Indeed $l_p$ spaces, for $p \neq 2$, fail to have weakly continuous map $J$, but they have generalized duality map $J_p$ weakly sequentially continuous (for a detailed survey, see [90]).

Concerning the hypotheses assumed for the control sequence in Theorem 3.17, as well as in Theorem 3.9, no additional assumption has been formulated for the limit of sequence $(s_n)_{n \in \mathbb{N}} \subset (0, 1)$, that, for instance, may converge to zero. (See Example 4.2.)

In light of Theorem 3.17, we include the following corollary:

**Corollary 3.19.** [74] **Corollary 3.4** Let $X$ be a $p$-uniformly convex Banach space, for $1 < p < \infty$, having a weakly sequentially continuous duality mapping $J_p$. Let $C$ be a nonempty, closed and convex subset of $X$, $T : C \to C$ a quasi-nonexpansive mapping, such that $I - T$ is demiclosed at 0 and $\text{Fix}(T) = \{ q \}$. Let $f : C \to C$ a $\theta$-contraction, for a certain $\theta \in [0, 1]$.

Let $(x_n)_{n \in \mathbb{N}}$ be the sequence generated by (1.10). If the sequences $(\alpha_n)_{n \in \mathbb{N}}$, $(\beta_n)_{n \in \mathbb{N}}$, $(s_n)_{n \in \mathbb{N}}$ satisfy the conditions (i), (ii), (iii), then $(x_n)_{n \in \mathbb{N}}$ strongly converges to $q$. 
**Remark 3.20.** The assertion follows from Theorem (3.17), considered that \( Fix(T) = \{ q \} \) is a sunny nonexpansive retract of \( C \), with sunny nonexpansive retraction the constant function \( Q(x) = q \).

If \( X = H \) is a real Hilbert space, then \( X \) is 2-uniformly convex, with normalized duality mapping weakly sequentially continuous. Let \( C \) be a closed and convex subset of \( H \). From [27] Theorem 1, it is known that if \( T : C \to C \) is a quasi-nonexpansive then \( Fix(T) \) is nonempty, closed and convex. Therefore the metric projection \( P_{Fix(T)} \) is a sunny nonexpansive retraction from \( C \) onto \( Fix(T) \). Since there is at most one sunny nonexpansive retraction (Lemma 2.16), we have that \( Q \equiv P_{Fix(T)} \).

These considerations motivate the result that follows.

**Corollary 3.21.** [34, Corollary 3.5] Let \( H \) be real Hilbert space. Let \( C \) be a nonempty, closed and convex subset of \( H \), \( T : C \to C \) a quasi-nonexpansive mapping, such that \( I - T \) is demiclosed at 0, and \( f : C \to C \) a \( \theta \)-contraction, for a certain \( \theta \in ]0, 1[ \).

Let \( x_n \in \mathbb{N} \) be generated by (1.10). Assume that the sequences \( (\alpha_n)_{n \in \mathbb{N}}, (\beta_n)_{n \in \mathbb{N}}, (s_n)_{n \in \mathbb{N}} \) satisfy the conditions (i), (ii) and (iii). Then \( x_n \) strongly converges to \( q \in Fix(T) \). Further \( q \) is the unique solution in \( Fix(T) \) of the variational inequality

\[
\langle f(q) - q, x - q \rangle \leq 0, \quad \forall x \in Fix(T).
\]

Therefore Theorem 3.9 can be considered as a particular case of Theorem 3.17.

For the eventuality in which the Banach space \( X \) fails to have weakly sequentially continuous duality map \( J_\psi \), as occurs for \( L_p \) spaces, we establish a strong convergence result for the GVEMR, assuming the additional assumption that \( I - T \) is \( \psi \)-expansive (for more details on this type of mapping, see [33] and references therein).

**Theorem 3.22.** [34, Theorem 3.7] Let \( X \) be a \( p \)-uniformly convex Banach space, for \( 1 < p < \infty \), and \( C \subset X \) a nonempty, closed and convex set. Let \( T : C \to C \) a quasi-nonexpansive mapping such that \( I - T \) is \( \psi \)-expansive, and \( f : C \to C \) a \( \theta \)-contraction for a certain \( \theta \in ]0, 1[ \).

Let \( x_n \in \mathbb{N} \) be the sequence generated by (1.10). If the parameters sequences \( (\alpha_n)_{n \in \mathbb{N}}, (\beta_n)_{n \in \mathbb{N}}, (s_n)_{n \in \mathbb{N}} \) satisfy the conditions (i), (iii), then \( x_n \) strongly converges to the unique fixed point of \( T \).

4. Examples

Inspired to [44, Example 2] by Iemoto and Takahashi, we give an example for the convergence result stated in Theorem 3.9 for the class of nonspreading operators:

**Example 4.1.** Let \( H \) be a Hilbert space. Assume that

\[
B_1 = \{ x \in H \text{ s.t. } \| x \| \leq 1 \},
\]

\[
B_2 = \{ x \in H \text{ s.t. } \| x \| \leq 2 \},
\]

\[
B_3 = \{ x \in H \text{ s.t. } \| x \| \leq 3 \}.
\]

The mapping defined as

\[
S x = \begin{cases} 
0 & \text{if } x \in B_2 \\
P_{B_1}(x) & \text{if } x \in B_3 \setminus B_2,
\end{cases}
\]

with \( P_{B_1} \) the metric projection of \( H \) onto \( B_1 \), is a nonspreading operator with \( Fix(S) = \{ 0 \} \), hence it is quasi-nonexpansive. It is known that \( I - S \) is demiclosed at 0.

Moreover \( S \) is discontinuous, hence it is not nonexpansive.

Let us choose \( H = \mathbb{R}, \alpha_n = \frac{1}{n}, \beta_n = \frac{n-1}{2n}, s_n = \frac{1}{n}, f(x) = \frac{x}{2}, x_0 = 3 \).
The operator $S$ can be written as
\[
Sx = \begin{cases} 
0 & \text{if } x \in [-2, 2] \\
P_{B_1}(x) & \text{if } x \in [-3, 3] \setminus [-2, 2],
\end{cases}
\]
with $B_1 = [-1, 1]$, $B_2 = [-2, 2]$, $C = [-3, 3]$.
While the sequence generated by (1.10) is given by
\[
\bar{x}_{n+1} = \frac{n}{2(n+1)}x_n + \frac{n+2}{2(n+1)}Sx_n, \quad n \geq 0
\]
\[
x_{n+1} = \frac{x_n}{2(n+1)} + \left(\frac{n}{n+1}\right)S\left(\frac{x_n}{n+1} + \frac{n}{n+1}\bar{x}_{n+1}\right), \quad n \geq 0.
\]
Therefore the sequence $(x_n)_{n \in \mathbb{N}}$ is given by
\[
x_0 = 3,
\]
\[
x_1 = \frac{3}{2},
\]
\[
x_2 = \frac{3}{8},
\]
\[
\ldots
\]
\[
x_{n+1} = \frac{3}{(n+1)!2^{n+1}}
\]
that quickly converges to 0.

For Theorem (3.17) we include the following:

**Example 4.2.** Consider the real Banach space $X = l_p$, for $1 < p < +\infty$ endowed with the norm $\|x\| = \|x\|_p = \left(\sum_{n=1}^{\infty} |x_i|^p\right)^{\frac{1}{p}}$, for $x = (x_1, x_2, \ldots, x_n, \ldots)$.

Set
\[
B_1 = \{x \in l_p : \|x\| \leq 1\}
\]
\[
B_2 = \{x \in l_p : \|x\| \leq 2\}
\]
\[
B_3 = \{x \in l_p : \|x\| \leq 3\}
\]

Let $T : B_3 \to B_3$ the mapping defined as
\[
Tx = \begin{cases} 
0_p & x \in B_2 \\
P_{B_1}(x) & x \in B_3 \setminus B_2
\end{cases}
\]
where $P_{B_1}(x)$ is the metric projection of $X$ onto $B_1$.

Let us put $\alpha_n = \frac{1}{n+1}$, $\beta_n = \frac{n}{2(n+1)}$, $s_n = \frac{1}{n+1}$.

We point out the following considerations:
- $l_p$, with $1 < p < \infty$, is a $p$-uniformly convex Banach space with weakly continuous duality mapping $J_p$, 
- $\text{Fix}(T) = \{0\}$, 
- $T$ is quasi-nonexpansive, 
- $T$ is not nonexpansive since it is discontinuous,
I − T is demiclosed at 0. Indeed if we consider \( x_n \to x \in B_3 \setminus B_2 \) then we have that
\[
\|x_n - Tx_n\| \geq \|x_n\| - \|Tx_n\| \geq \|x_n\| - 1,
\]
so that \( \liminf_{n \to +\infty} \|x_n - Tx_n\| \geq \|x\| - 1 \geq 1. \)

We approach to the same conclusion if \( x_n \to x \in B_2 \), with \( x \neq 0 \), considering that \( \liminf_{n \to +\infty} \|x_n - Tx_n\| \geq \|x\| > 0. \)

\( f \) is a \( \frac{1}{2} \)-contraction,
\( \alpha_n \), \( \beta_n \), \( s_n \) satisfy conditions \( (i) \), \( (ii) \) and \( (iii) \) of Theorem 3.17.

Fixed \( x_0 = (3, 0, 0, \cdots) \), then algorithm (1.10) is given by
\[
\begin{align*}
\bar{x}_{n+1} &= \frac{n}{2(n+1)} x_n + \frac{n+2}{2(n+1)} Tx_n, \quad n \geq 0 \\
x_{n+1} &= \frac{x_n}{2n+1} + \frac{n}{n+1} T \left( \frac{x_n}{n+1} + \frac{n}{n+1} x_{n+1} \right) \quad n \geq 0
\end{align*}
\]
It generates the sequence:
\[
\begin{align*}
x_0 &= (3, 0, 0, \cdots), \\
x_1 &= \frac{1}{2} (3, 0, 0, \cdots), \\
x_2 &= \frac{1}{8} (3, 0, 0, \cdots), \\
&\vdots \\
x_{n+1} &= \frac{1}{(n+1)!2^{n+1}} (3, 0, 0, \cdots),
\end{align*}
\]
that converges to 0, as \( n \to +\infty. \)

For Theorem (3.22), we give the following example in a \( p \)-uniformly convex Banach space that fails to have a weakly continuous duality mapping:

**Example 4.3.** Let \( X = L_p([0, 1]) \), with \( 1 < p < +\infty \), endowed with the norm
\[
\|x\| = \|x\|_p = \left[ \int_{[0,1]} |x(s)|^p \, ds \right]^{\frac{1}{p}}
\]
and
\[
B_1 = \{ x \in L_p[0,1] : \|x\| \leq 1 \} \\
B_2 = \{ x \in L_p[0,1] : \|x\| \leq 2 \}
\]
Let \( T : B_2 \to B_2 \) the map defined as
\[
Tx = \begin{cases} 
0 & x \in B_1 \\
-x & x \in B_2 \setminus B_1
\end{cases} \tag{4.1}
\]
and \( f : B_2 \to B_2 \) such that \( f(x) = \frac{x}{2} \).
If we set \( \alpha_n = \frac{1}{(n+1)^2} \), \( \beta_n = \frac{n}{2(n+1)} \), \( s_n = \frac{1}{n+1} \) then algorithm (1.10) becomes
\[
\begin{align*}
\bar{x}_{n+1} &= \frac{n}{2(n+1)} x_n + \frac{n+2}{2(n+1)} Tx_n, \quad n \geq 0 \\
x_{n+1} &= \frac{x_n}{2n+1} + \frac{n^2+2n}{(n+1)^2} T \left( \frac{x_n}{n+1} + \frac{n}{n+1} x_{n+1} \right) \quad n \geq 0
\end{align*}
\]
We observe that
• $L_p$ is a $p$-uniformly convex Banach space that fails to have a weakly continuous duality mapping,
• $\text{Fix}(T) = \{0\}$,
• $T$ is quasi-nonexpansive,
• $T$ is discontinuous so it is not nonexpansive,
• $I - T$ is $\psi$-expansive. Indeed:
  - if $x, y \in B_1$, then $\| (I - T)x - (I - T)y \| = \| x - y \|$, 
  - if $x, y \in B_2$, then $\| (I - T)x - (I - T)y \| = 2 \| x - y \|$, 
  - if $x \in B_1$ and $y \in B_2$, then 
    \[
    \| (I - T)x - (I - T)y \| = \| x - 2y \| 
    \geq 2 \| y \| - \| x \| 
    \geq 1
    \]
Since 
\[
\| x - y \| \leq 3 \quad \forall x \in B_1, y \in B_2,
\]
then $\| (I - T)x - (I - T)y \| \geq \frac{1}{3} \| x - y \|$. 
Therefore $I - T$ is $\psi$-expansive with $\psi(t) = \frac{t}{3}$, for $t \in [0, +\infty)$,
• $f$ is a $\frac{1}{2}$-contraction,
• The sequences $\alpha_n$, $\beta_n$ and $s_n$ satisfy conditions 1) and 2) of the preceding theorem.

Fixed the constant function $x_0 = 2$ in $L_p([0, 1])$, then the other terms of the sequence $(x_n)_{n\in\mathbb{N}}$ are given by 
\[
\begin{align*}
x_0 &= 2 \\
x_1 &= 1 \\
x_2 &= \frac{1}{8} \\
x_3 &= \frac{1}{144} \\
&\quad \vdots
\end{align*}
\]
It can be noticed that, for $n \geq n_0 \in \mathbb{N}$, the term $T\left(\frac{x_n}{n} + \frac{n-1}{n} \tilde{x}_{n+1}\right)$ vanishes since $\| \frac{x_n}{n} + \frac{n-1}{n} \tilde{x}_{n+1} \| \leq 1$, then $x_{n+1} = \frac{x_n}{2n^2}$ and $\lim_{n \to +\infty} \| \frac{x_n}{2n^2} \| = 0$.
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