Quartic trigonometric B-spline algorithm for numerical solution of the regularized long wave equation
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Abstract: In this paper, an application of the quartic trigonometric B-spline finite element method is used to solve the regularized long wave equation numerically. This approach involves a Galerkin method based on the quartic trigonometric B-spline function in space discretization together with second and fourth order schemes in time discretization. The accuracy of the proposed methods are demonstrated by test problems and numerical results are compared with the exact solution and some previous results.
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1. Introduction

The regularized long wave (RLW) equation is one of the model nonlinear evolution equations, which was first introduced by Peregrine [22] to explain the development of the undular bore. The RLW equation has also been used to describe many physical phenomena in various areas of science such as shallow water waves, ion-acoustic waves in plasma, etc. Analytical solutions of nonlinear partial differential equations (PDEs) are generally not available, so numerical solutions of these equations are very important in applied science. Therefore, various numerical methods of solving the RLW equation have been proposed so far, such as finite difference and finite element methods [4, 11, 12, 16, 18, 21, 28].

Splines are a class of piecewise polynomials that have continuity depending on the degrees of the polynomials. Since they have important geometric properties and lower computational cost, the bases of splines known as B-splines are widely used for numerical methods. In 1964 Schoenberg introduced trigonometric spline functions and proved the existence of locally supported trigonometric spline and B-spline functions [25]. Koch constructed a class of multivariate trigonometric B-splines from the multivariate polynomial ones [15]. The derivation and some properties of the trigonometric B-splines were investigated in studies [17, 26]. Nicolis presented a numerical method for solving ordinary differential equations with quadratic trigonometric splines [19]. The linear two-point boundary value problems of order two were solved using the cubic trigonometric B-spline interpolation method in [10]. Abbas et al. proposed a collocation finite difference scheme based on cubic trigonometric B-spline for the numerical solution of a one-dimensional hyperbolic equation (wave equation) with the nonlocal conservation condition [1]. Burgers’ equation was solved by the collocation method using the
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cubic trigonometric B-spline and the subdomain Galerkin method using the quadratic trigonometric B-spline, respectively, in [2, 5]. The cubic and quadratic trigonometric B-spline Galerkin finite element methods were proposed for the numerical solution of the RLW equation by Irk and Keskin [13, 14]. Some researchers showed that the accuracy of the numerical solutions of PDEs are improved if the Galerkin finite element method is used for space discretization together with B-spline functions. However, as far as we know, no work has been found for the numerical solution of any equation using the quartic trigonometric B-spline Galerkin method.

We will consider the RLW equation in the following form:

\[ u_t + u_x + \varepsilon uu_x - \mu u_{xxx} = 0, \]  

with the boundary conditions \( u \to 0 \) as \( x \to \pm \infty \), where \( u \) represents dimensionless surface elevation, \( \varepsilon \) and \( \mu \) are positive parameters, and subscripts \( x \) and \( t \) denote distance and time, respectively.

To apply the numerical method, the distance variable \( x \) of the problem is restricted over a finite interval \([a; b]\). In addition, the space interval must be chosen as large as possible to fit the boundary condition \( u \to 0 \) as \( x \to \pm \infty \). In this study boundary conditions will be selected over the space region as

\[
\begin{align*}
    u(a, t) &= \alpha_1, \\
    u(b, t) &= \alpha_2, \quad t \in (0, T] \\
    u_x(a, t) &= 0, \\
    u_x(b, t) &= 0 
\end{align*}
\]

and the initial condition

\[ u(x, 0) = f(x) \]

will be chosen in the numerical experiments section.

In this paper, we have set up an algorithm for the numerical solutions of the RLW equation by using the quartic trigonometric B-spline Galerkin method based on the second and fourth order time discretization method. In Section 2, the proposed method is presented. In Section 3, the propagation of a solitary wave, the interaction of two positive solitary waves, and the wave generation test problems are treated for the efficiency and the accuracy of the method. The results obtained are compared with exact results and also other numerical results given in the literature in terms of norm \( L_\infty \) and conservative quantities.

2. Quartic trigonometric B-spline Galerkin method

The exact solutions of the unknown functions at the grid points are expressed as follows:

\[
    u(x_m, t_n) = u_m^n, \quad m = 0, 1, \ldots, N; \quad n = 0, 1, 2, \ldots
\]

where \( x_m = a + mh \), \( t_n = n\Delta t \), and the notation \( U_m^n \) is used to represent the numerical value of \( u_m^n \).

2.1. Time discretization

We rewrite the RLW equation in the following form:

\[ v_t = (u - \mu u_{xx})_t = -(u_x + \varepsilon uu_x). \]
The time discretization of Eq. (4) is carried out using the following one-step and two-step methods:

\[ v^{n+1} = v^n + \frac{\Delta t}{2} ((v_t)^{n+1} + (v_t)^n) + O(\Delta t^3), \]  
\[ v^{n+1} = v^{n-1} + \frac{2}{3} ((v_t)^{n+1} + 4(v_t)^n + (v_t)^{n-1}) + O(\Delta t^5). \]  

The second method is typically more accurate than the first method because its order is bigger than that of the first method. The general form of the above methods can be written as follows:

\[ v^{n+1} = \theta_1 v^n + \theta_2 v^{n-1} + \theta_3 (v_t)^{n+1} + \theta_4 (v_t)^n + \theta_5 (v_t)^{n-1}. \]  

If \( \theta_1 = 1, \theta_2 = 0, \theta_3 = \theta_4 = \Delta t/2, \theta_5 = 0 \), the method is of order 2 and is called the Crank–Nicolson method (M1), and if \( \theta_1 = 0, \theta_2 = 1, \theta_3 = \Delta t/3, \theta_4 = 4\Delta t/3, \theta_5 = \Delta t/3 \), the method is of order 4 and is called Simpson’s method (M2). Using (7) given above in (4) leads to

\[ u^{n+1} - \mu u_{xx}^{n+1} + \theta_3 (u_x^{n+1} + \varepsilon u^{n+1} u_x^{n+1}) = \theta_1 (u^n - \mu u_{xx}^n) - \theta_4 (u_n^n + \varepsilon u^n u_n^n) + \theta_2 (u^{n-1} - \mu u_{xx}^{n-1}) - \theta_5 (u_{xx}^{n-1} + \varepsilon u^{n-1} u_{xx}^{n-1}) \]  

2.2. Space discretization

We subdivide the solution domain \([a, b]\) into uniformly spaced finite elements that have length of \( h \) by knots

\[ a = x_0 < x_1 < \ldots < x_{N-1} < x_N = b. \]

The quartic trigonometric B-spline functions at these knots are obtained using the recurrence relation given [17, 26] as

\[
T_m(x) = \frac{1}{\theta} \begin{cases} 
\rho^4(x_{m-2}), & x_{m-2} \leq x < x_{m-1} \\
-\rho^3(x_{m-2})\rho(x_{m}) - \rho^2(x_{m-2})\rho(x_{m+1})\rho(x_{m-1}) - \rho(x_{m-2})\rho(x_{m+2})\rho^2(x_{m-1}) - \rho(x_{m-3})\rho^3(x_{m-1}), & x_{m-1} \leq x < x_m \\
\rho^2(x_{m-2})\rho^2(x_{m+1}) + \rho(x_{m-2})\rho(x_{m+2})\rho(x_{m-1})\rho(x_{m+1}) + \rho(x_{m-2})\rho^2(x_{m+2})\rho(x_{m}) + \rho(x_{m+3})\rho^2(x_{m-1})\rho(x_{m}) + \rho(x_{m+3})\rho^2(x_{m+2})\rho(x_{m}) + \rho(x_{m+3})\rho^2(x_{m+3})\rho^2(x_{m}), & x_m \leq x < x_{m+1} \\
-\rho(x_{m-2})\rho^3(x_{m+2}) - \rho(x_{m+3})\rho(x_{m-1})\rho(x_{m+1}) - \rho^2(x_{m+3})\rho(x_{m}) - \rho^3(x_{m+3})\rho(x_{m+1}), & x_{m+1} \leq x < x_{m+2} \\
\rho^4(x_{m+3}), & x_{m+2} \leq x < x_{m+3} \\
0, & \text{otherwise}
\end{cases}
\]

where

\[
\theta = \sin \left( \frac{h}{2} \right) \sin(h) \sin \left( \frac{3h}{2} \right) \sin(2h),
\]

\[
\rho(x_{m}) = \sin \left( \frac{x - x_{m}}{2} \right).
\]
The set of quartic trigonometric B-splines $T_m(x)$, $m = -2, \ldots, N + 1$, forms a basis over the problem domain $[a, b]$. Thus, the global approximate solution to the analytical solution for Eq. (1) can be defined in terms of the quartic trigonometric B-splines as

$$u(x, t) \approx U(x, t) = \sum_{m=-2}^{N+1} T_m(x) \delta_m(t),$$

where the values of $\delta_m(t)$ are time-dependent parameters that will be determined from the boundary and quartic trigonometric B-spline Galerkin form of Eq. (1). Since each quartic trigonometric B-spline covers five finite elements, each typical finite element $[x_m, x_{m+1}]$ is covered by five quartic trigonometric B-spline functions. Then we have

$$U(x_m, t) = \sum_{j=m-2}^{m+2} T_j(x_m) \delta_j(t).$$

Approximation of the nodal values $U_m$ and the three principal space derivatives over the element $[x_m, x_{m+1}]$ can be obtained in terms of the parameters $\delta_m$ using (9) in (11) as

$$U_m = a_1 \delta_{m-2} + a_2 \delta_{m-1} + a_2 \delta_m + a_1 \delta_{m+1},$$

$$\frac{\partial U_m}{\partial x} = b_1 \delta_{m-2} + b_2 \delta_{m-1} - b_2 \delta_m - b_1 \delta_{m+1},$$

$$\frac{\partial^2 U_m}{\partial x^2} = c_1 \delta_{m-2} - c_1 \delta_{m-1} - c_1 \delta_m + c_1 \delta_{m+1},$$

$$\frac{\partial^3 U_m}{\partial x^3} = d_1 \delta_{m-2} + d_2 \delta_{m-1} - d_2 \delta_m - d_1 \delta_{m+1},$$

where

$$a_1 = \frac{\sin^4 \left( \frac{h}{2} \right)}{\theta},$$

$$b_1 = -\frac{2 \sin^3 \left( \frac{h}{2} \right) \cos \left( \frac{h}{2} \right)}{\theta},$$

$$c_1 = \frac{\sin^2 \left( \frac{h}{2} \right) \left( 4 \cos^2 \left( \frac{h}{2} \right) - 1 \right)}{\theta},$$

$$d_1 = -\frac{\sin \left( \frac{h}{2} \right) \cos \left( \frac{h}{2} \right) \left( 8 \cos^2 \left( \frac{h}{2} \right) - 5 \right)}{\theta},$$

$$a_2 = \frac{\sin^4 \left( \frac{h}{2} \right) \left( 12 \cos^2 \left( \frac{h}{2} \right) - 1 \right)}{\theta},$$

$$b_2 = -\frac{2 \sin^3 \left( \frac{h}{2} \right) \cos \left( \frac{h}{2} \right) \left( 4 \cos^2 \left( \frac{h}{2} \right) - 1 \right)}{\theta},$$

$$c_2 = \sin \left( \frac{h}{2} \right) \cos \left( \frac{h}{2} \right) \left( 4 \cos^2 \left( \frac{h}{2} \right) - 1 \right)^2.$$

A typical finite interval $[x_m, x_{m+1}]$ is transformed into the interval $[0, h]$ by the local coordinate transformation $\xi = x - x_m$, $0 < \xi < h$. The quartic trigonometric B-spline shape functions (9) in terms of $\xi$ over $[0, h]$ can be
written as

\[
T_{m-2}(\xi) = \frac{\sin^4 \left( \frac{\xi - h}{2} \right)}{\theta}
\]

\[
T_{m-1}(\xi) = \frac{1}{\theta} \left[ \sin \left( \frac{\xi + 3h}{2} \right) \sin^3 \left( \frac{h - \xi}{2} \right) + \sin \left( \frac{2h - \xi}{2} \right) \sin \left( \frac{\xi + 2h}{2} \right) \sin^2 \left( \frac{\xi - h}{2} \right) \\
+ \sin^2 \left( \frac{\xi - 2h}{2} \right) \sin \left( \frac{\xi + h}{2} \right) \sin \left( \frac{h - \xi}{2} \right) + \sin^3 \left( \frac{2h - \xi}{2} \right) \sin \left( \frac{\xi}{2} \right) \right]
\]

\[
T_{m}(\xi) = \frac{1}{\theta} \left[ \sin^2 \left( \frac{\xi + 2h}{2} \right) \sin^2 \left( \frac{\xi - h}{2} \right) \\
+ \sin \left( \frac{\xi + 2h}{2} \right) \sin \left( \frac{\xi - 2h}{2} \right) \sin \left( \frac{\xi + h}{2} \right) \sin \left( \frac{\xi - h}{2} \right) \\
+ \sin \left( \frac{\xi + 2h}{2} \right) \sin^2 \left( \frac{\xi - 2h}{2} \right) \sin \left( \frac{\xi}{2} \right) \\
+ \sin \left( \frac{\xi - 3h}{2} \right) \sin^2 \left( \frac{\xi + h}{2} \right) \sin \left( \frac{\xi - h}{2} \right) \\
+ \sin \left( \frac{\xi - 3h}{2} \right) \sin \left( \frac{\xi + h}{2} \right) \sin \left( \frac{\xi - 2h}{2} \right) \sin \left( \frac{\xi}{2} \right) \\
+ \sin^2 \left( \frac{\xi - 3h}{2} \right) \sin^2 \left( \frac{\xi}{2} \right) \right]
\]

\[
T_{m+1}(\xi) = \frac{1}{\theta} \left[ \sin^3 \left( \frac{\xi + h}{2} \right) \sin \left( \frac{h - \xi}{2} \right) \\
+ \sin^2 \left( \frac{\xi + h}{2} \right) \sin \left( \frac{2h - \xi}{2} \right) \sin \left( \frac{\xi}{2} \right) \\
+ \sin \left( \frac{\xi + h}{2} \right) \sin \left( \frac{3h - \xi}{2} \right) \sin^2 \left( \frac{\xi}{2} \right) + \sin \left( \frac{4h - \xi}{2} \right) \sin^3 \left( \frac{\xi}{2} \right) \right]
\]

\[
T_{m+2}(\xi) = \frac{\sin^4 \left( \frac{\xi}{2} \right)}{\theta}.
\]

Thus, the approximation to the exact solution \( u(x, t) \) can be expressed over the element \([0, h] \) as

\[
U(\xi, t) = \sum_{j=m-2}^{m+2} T_j(\xi) \delta_j(t), \ m = 0, \ldots, N - 1,
\]  

(14)

where \( \delta_j \) and \( T_j \) are element parameters and element shape functions, respectively.
Applying the Galerkin method to Eq. (8), we have the integral equation

\[
\int_{a}^{b} W(x) \left[ U^{n+1} + \theta_3 \left( (U_x)^{n+1} + \varepsilon U^{n+1} (U_x)^{n+1} \right) - \mu \left( (U_{xx})^{n+1} \right) \right] \, dx = \\
\int_{a}^{b} W(x) \left[ \theta_1 (U^n - \mu (U_{xx})^n) - \theta_4 (U_x^n + \varepsilon U^n (U_x)^n) \right] \, dx + \\
\int_{a}^{b} W(x) \left[ \theta_2 \left( U^{n-1} - \mu (U_{xx})^{n-1} \right) - \theta_5 \left( (U_x)^{n-1} + \varepsilon U^{n-1} (U_x)^{n-1} \right) \right] \, dx,
\]

where \( W(x) \) is a weight function.

In the above equation, taking the weight function \( W(x) \) as the quartic trigonometric B-spline \( T_m \) and using element trial function (14), a fully discrete approximation is obtained over the element \([0, h]\) as

\[
\sum_{j=m-2}^{m+2} \left\{ \sum_{k=m-2}^{m+2} \left( \int_{0}^{h} T_i T_j d\xi \right) \delta_j^{n+1} - \mu \left( \int_{0}^{h} T_i T_j' d\xi \right) \delta_j^{n+1} + \theta_3 \left( \int_{0}^{h} T_i T_j'' d\xi \right) \delta_j^{n+1} \right\} \\
+ \theta_3 \varepsilon \sum_{k=m-2}^{m+2} \left( \int_{0}^{h} T_i T_k d\xi \right) \delta_k^{n+1} - \theta_4 \left( \int_{0}^{h} T_i T_k' d\xi \right) \delta_k^{n+1} - \theta_5 \left( \int_{0}^{h} T_i T_k'' d\xi \right) \delta_k^{n+1} \\
- \mu \theta_1 \left( \int_{0}^{h} T_i T_j d\xi \right) \delta_j^{n-1} - \mu \theta_2 \left( \int_{0}^{h} T_i T_j' d\xi \right) \delta_j^{n-1} - \theta_3 \left( \int_{0}^{h} T_i T_j'' d\xi \right) \delta_j^{n-1} \\
- \theta_5 \varepsilon \sum_{k=m-2}^{m+2} \left( \int_{0}^{h} T_i T_k d\xi \right) \delta_k^{n-1} \right\},
\]

where \( i \) also takes the values \( m-2, m-1, m, m+1, m+2 \). The above equation can be expressed in matrix form as

\[
\begin{bmatrix}
A^e - \mu D^e + \theta_3 \left( B^e + \varepsilon C^e (\delta^e)^{n+1} \right) \\
- \theta_1 \left( A^e - \mu D^e \right) \\
- \theta_2 \left( A^e - \mu D^e \right) - \theta_5 \left( B^e + \varepsilon C^e (\delta^e)^{n-1} \right)
\end{bmatrix}
\begin{bmatrix}
(\delta^e)^{n+1} \\
(\delta^e)^{n} \\
(\delta^e)^{n-1}
\end{bmatrix}
\]

(17)

where \( (\delta^e)^{n+1} = (\delta_{n-1}^e, \ldots, \delta_{n+2}^e)^T \).

\( A^e, B^e, \) and \( D^e \) are the element matrices with dimensions \( 5 \times 5 \); \( C^e \) is the element matrix with dimension \( 5 \times 5 \); and these element matrices are denoted by

\[
A_{ij}^e = \int_{0}^{h} T_i T_j d\xi, \quad B_{ij}^e = \int_{0}^{h} T_i T_j' d\xi, \\
C_{ij}^e (\delta^e)^{n+1} = \int_{0}^{h} T_i T_k \delta_k^{n+1} T_j' d\xi, \quad D_{ij}^e = \int_{0}^{h} T_i T_j' d\xi.
\]

In the above notation, \( A^e, B^e, \) and \( D^e \) are independent of the parameters \( \delta^e \) and \( C^e \) depends on the parameters \( \delta^e \). The nonlinear matrix equation is produced by assembling the systems of (17) over all elements

\[
\begin{bmatrix}
A - \mu D + \theta_3 \left( B + \varepsilon C \delta^{n+1} \right)
\end{bmatrix}
\begin{bmatrix}
\delta^{n+1}
\end{bmatrix}
\]

\[
= \left[ \theta_1 \left( A - \mu D \right) - \theta_4 \left( B + \varepsilon C \delta^n \right) \right] \delta^n + \\
\left[ \theta_2 \left( A - \mu D \right) - \theta_5 \left( B + \varepsilon C \delta^{n-1} \right) \right] \delta^{n-1},
\]

(18)
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where \( \delta = (\delta_{-2}, \ldots, \delta_{N+1})^T \) and \( A, B, C, \) and \( D \) are derived from the corresponding element matrices \( A^e, B^e, C^e, \) and \( D^e. \)

The set of Eq. (18) consists of \((N + 4)\) equations with \((N + 4)\) unknown parameters \((\delta_{-2}, \ldots, \delta_{N+1})\). The initial vector \( \delta^0 = (\delta_{-1}^0, \ldots, \delta_{N+1}^0) \) can be found with the help of the boundary and initial conditions and then \( \delta^1 = (\delta_{-2}^1, \ldots, \delta_{N+1}^1) \) unknown vector is obtained using M1. Therefore, \( \delta^{n+1}(n = 1, 2, \ldots) \) unknown vectors can be found repeatedly by solving the recurrence relation (18) using two precious \( \delta^n \) and \( \delta^{n-1} \) unknown vectors. Note that since system (18) is an implicit system, an inner iteration algorithm is employed at all time steps.

3. Numerical tests

The three invariants of the motion for the RLW equation corresponding to mass, momentum, and energy, respectively, are given by [20] as

\[
I_1 = \int_{-\infty}^{\infty} u dx,
\]

\[
I_2 = \int_{-\infty}^{\infty} (u^2 + \mu (u_x)^2) dx,
\]

\[
I_3 = \int_{-\infty}^{\infty} (u^3 + 3u^2) dx.
\]

These integrals (19) are calculated approximately with the trapezoidal rule for the space interval \([a, b]\) at all time steps. We present three numerical test problems including motion of a single solitary wave, interaction of two solitary waves, and wave generation to exhibit the efficiency of the method. For the first test problem, accuracy of the method is calculated using the following error norm;

\[
L_\infty = \max_m |u_m - U_m|,
\]

and the order of convergence is computed by

\[
\text{order} = \frac{\log (L_\infty / L_\infty^{\Delta t_m})}{\log (\Delta t_m / \Delta t_{m+1})},
\]

where \((L_\infty^{\Delta t_m})\) is the error norm \( L_\infty \) with time step \( \Delta t_m \).

3.1. Motion of single solitary wave

The theoretical solution of the RLW equation,

\[
u(x,t) = 3\csech^2(k[x - \bar{x}_0 - vt]),
\]

represents a single solitary wave. Here \( 3c \) depicts magnitude, the wave velocity is \( v = 1 + \varepsilon c \), peak position of the initially centered wave is \( \bar{x}_0 \), and \( k = \sqrt{\frac{\varepsilon c}{4\mu v}}. \) The boundary conditions are chosen as \( \alpha_1 = \alpha_2 = 0. \) By
taking $t = 0$ in the analytical solution (22), the initial condition can be obtained as

$$u(x, 0) = 3 \text{sech}^2(k[x - \tilde{x}_0]).$$

(23)

In this test problem, a single solitary wave propagates towards the right across the interval $-80 \leq x \leq 120$ in the time period $0 \leq t \leq 20$ with the parameters $\varepsilon = \mu = 1$, $\tilde{x}_0 = 0$, and the amplitude $3c = 0.3$. Using these parameters and $h = \Delta t = 0.1$, the initial and numerical solutions at various times are illustrated in Figure 1 for M2. According to the figure we can say that the solitary wave remains in its initial form during the running time. Using initial condition (23), analytical values of invariants can be determined as

$$I_1 = \frac{6c}{k}, \quad I_2 = \frac{12c^2}{k} + \frac{48kc^2\mu}{5}, \quad I_3 = \frac{36c^2}{k} \left(1 + \frac{4c}{5}\right).$$

The algorithm is run up to time $t = 20$ with constant space and various time steps. Error norm $L_\infty$ and conservation invariants are presented in Table 1 with $c = 0.1$ for each proposed method. According to the table, while equal space and time steps are decreased from 1 to 0.05, all of the error norms $L_\infty$ are decreased for each proposed methods. The numerical values of the conservation invariants also remain almost the same as their analytical values, which are given in Table 1. When we compare the performance of the algorithms by their orders of convergence, it can be seen that M1 and M2 have a quadratic and quartic order of convergence, respectively.

The distribution of the absolute error (analytical – numerical) at time $t = 20$ is demonstrated in Figure 2 for each proposed method. As seen from the figures, the maximum error is observed at the middle of the space interval, and this result is also compatible with Table 1.

The obtained error norm $L_\infty$ and conservation invariants are presented in Table 2 for a different problem domain and our results are compared with previous studies. According to the table, our results, especially those obtained by M2, have smaller error than other ones given in the table. Also, it can be clearly seen that the accuracy of the approach is increased by the application of the fourth order time discretization method.
Table 1. Error norms $L_\infty$ and invariants for a single solitary wave at time $t = 20$ with $c = 0.1$, $-80 \leq x \leq 120$.

<table>
<thead>
<tr>
<th></th>
<th>$\Delta t = h$</th>
<th>$L_\infty$</th>
<th>Order</th>
<th>$I_1$</th>
<th>$I_2$</th>
<th>$I_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1</td>
<td>2</td>
<td>$2.75 \times 10^{-2}$</td>
<td>1.80</td>
<td>3.9797178322</td>
<td>0.8168587519</td>
<td>2.5813636888</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>$7.91 \times 10^{-3}$</td>
<td>1.90</td>
<td>3.9799236234</td>
<td>0.8107010745</td>
<td>2.5791390301</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>$2.13 \times 10^{-3}$</td>
<td>1.97</td>
<td>3.9799462452</td>
<td>0.8104762119</td>
<td>2.5790146079</td>
</tr>
<tr>
<td></td>
<td>0.2</td>
<td>$3.48 \times 10^{-4}$</td>
<td>1.99</td>
<td>3.9799495176</td>
<td>0.8104627943</td>
<td>2.5790074662</td>
</tr>
<tr>
<td></td>
<td>0.1</td>
<td>$8.75 \times 10^{-5}$</td>
<td>2.00</td>
<td>3.9799497193</td>
<td>0.8104625078</td>
<td>2.5790074216</td>
</tr>
<tr>
<td></td>
<td>0.05</td>
<td>$2.19 \times 10^{-5}$</td>
<td>2.00</td>
<td>3.9799497447</td>
<td>0.8104624944</td>
<td>2.5790074339</td>
</tr>
<tr>
<td></td>
<td>0.02</td>
<td>$3.51 \times 10^{-6}$</td>
<td>3.9799497481</td>
<td>0.8104624942</td>
<td>2.5790074367</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Exact</td>
<td></td>
<td></td>
<td>3.9799497481</td>
<td>0.8104624942</td>
<td>2.5790074367</td>
</tr>
</tbody>
</table>

Table 2. Solitary wave amplitude $= 0.3$ at $t = 20$ with $h = 0.125$, $\Delta t = 0.1$.

<table>
<thead>
<tr>
<th></th>
<th>$L_\infty \times 10^5$</th>
<th>$I_1$</th>
<th>$I_2$</th>
<th>$I_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1</td>
<td>$(-80 \leq x \leq 120)$</td>
<td>8.752</td>
<td>3.9799497</td>
<td>0.8104625</td>
</tr>
<tr>
<td>M2</td>
<td>$(-80 \leq x \leq 120)$</td>
<td>0.001</td>
<td>3.9799497</td>
<td>0.8104625</td>
</tr>
<tr>
<td>M1</td>
<td>$(-40 \leq x \leq 60)$</td>
<td>8.752</td>
<td>3.9798832</td>
<td>0.8104625</td>
</tr>
<tr>
<td>M2</td>
<td>$(-40 \leq x \leq 60)$</td>
<td>1.268</td>
<td>3.9798832</td>
<td>0.8104625</td>
</tr>
<tr>
<td>27</td>
<td>$(-40 \leq x \leq 60)$</td>
<td>25.398</td>
<td>3.97989</td>
<td>0.80925</td>
</tr>
<tr>
<td>27</td>
<td>$(-80 \leq x \leq 120, h = 0.2)$</td>
<td>14.240</td>
<td>3.97829</td>
<td>0.80983</td>
</tr>
<tr>
<td>8</td>
<td>$(-40 \leq x \leq 60)$</td>
<td>8.6</td>
<td>3.97988</td>
<td>0.810465</td>
</tr>
<tr>
<td>6</td>
<td>QBGGM1($-40 \leq x \leq 60)$</td>
<td>7.3</td>
<td>3.97988</td>
<td>0.81046</td>
</tr>
<tr>
<td>6</td>
<td>QBGGM2($-40 \leq x \leq 60)$</td>
<td>12.8</td>
<td>3.97988</td>
<td>0.81046</td>
</tr>
<tr>
<td>23</td>
<td>$(-40 \leq x \leq 60)$</td>
<td>7.344</td>
<td>3.9798879</td>
<td>0.8104622</td>
</tr>
<tr>
<td>7</td>
<td>$(-40 \leq x \leq 60)$</td>
<td>19.8</td>
<td>3.98206</td>
<td>0.811164</td>
</tr>
<tr>
<td>21</td>
<td>$(-40 \leq x \leq 60)$</td>
<td>11.5</td>
<td>3.97988</td>
<td>0.81046</td>
</tr>
<tr>
<td>14</td>
<td>CN1($-80 \leq x \leq 100)$</td>
<td>8.78896</td>
<td>3.9799498</td>
<td>0.8104273</td>
</tr>
<tr>
<td>14</td>
<td>CN2($-80 \leq x \leq 100)$</td>
<td>8.79019</td>
<td>3.9799498</td>
<td>0.8104273</td>
</tr>
<tr>
<td>14</td>
<td>AM1($-80 \leq x \leq 100)$</td>
<td>0.20615</td>
<td>3.9799498</td>
<td>0.8104625</td>
</tr>
<tr>
<td>14</td>
<td>AM2($-80 \leq x \leq 100)$</td>
<td>0.21010</td>
<td>3.9799498</td>
<td>0.8104298</td>
</tr>
<tr>
<td>Exact</td>
<td></td>
<td></td>
<td>3.9799497</td>
<td>0.8104625</td>
</tr>
</tbody>
</table>
3.2. Interaction of two solitary waves

The initial condition of the interaction of two solitary waves is expressed in the following form:

\[ u(x, 0) = 3c_1 \text{sech}^2(k_1(x - \tilde{x}_1)) + 3c_2 \text{sech}^2(k_2(x - \tilde{x}_2)), \]  

where \( k_i = \sqrt{\frac{\varepsilon c_i}{4\mu (1 + \varepsilon c_i)}}, i = 1, 2. \)

For the computational work and the comparison with earlier studies, we choose the parameters \( \varepsilon = \mu = 1, \) \( c_1 = 1.5, \) \( c_2 = 0.5, \) \( \tilde{x}_1 = 20, \) and \( \tilde{x}_2 = 50 \) over the space interval \( 0 \leq x \leq 180 \) with the boundary conditions \( \alpha_1 = \alpha_2 = 0. \) First of all, two well separated solitary waves of magnitudes 4.5 and 1.5 are obtained with these parameters. Peak positions of these solitary waves are located at \( x = 20 \) and \( 50, \) respectively. Calculations are run up to time \( t = 50 \) with space and time step \( h = \Delta t = 0.1. \) Numerical solutions of \( U(x, t) \) for M2 are plotted for the visual views of the solutions at various times in Figure 3. According to the figure, the larger wave is placed to the left of the smaller wave. Later, both waves move to the right over the interval and the larger wave catches up to the smaller one. The nonlinear interaction takes place at about time \( t = 25, \) and after the interaction, two solitary waves start to resume their original shapes. The analytical invariants can be calculated as

\[ I_1 = \frac{6c_1}{k_1} + \frac{6c_2}{k_2}, \quad I_2 = \frac{12c_1^2}{k_1} + \frac{48k_1c_1^2\mu}{5} + \frac{12c_2^2}{k_2} + \frac{48k_2c_2^2\mu}{5}, \]

\[ I_3 = \frac{36c_1^2}{k_1} \left(1 + \frac{4c_1}{5}\right) + \frac{36c_2^2}{k_2} \left(1 + \frac{4c_2}{5}\right). \]

In the Table 3, the conservation invariants are compared for M1 and M2 with equal space and time steps. The table indicates that the changes of the invariants are fairly small for M2.
Figure 3. Interaction of two solitary waves for M2 at various times with \( h = \Delta t = 0.1 \).

<table>
<thead>
<tr>
<th>( h = \Delta t )</th>
<th>M1</th>
<th>M2</th>
</tr>
</thead>
<tbody>
<tr>
<td>( I_1 )</td>
<td>( I_2 )</td>
<td>( I_3 )</td>
</tr>
<tr>
<td>0.20</td>
<td>33.1031</td>
<td>86.5961</td>
</tr>
<tr>
<td>0.10</td>
<td>33.5551</td>
<td>88.7915</td>
</tr>
<tr>
<td>0.05</td>
<td>33.6205</td>
<td>89.1162</td>
</tr>
<tr>
<td>0.02</td>
<td>33.6296</td>
<td>89.1612</td>
</tr>
<tr>
<td>Exact</td>
<td>33.6302</td>
<td>89.1645</td>
</tr>
</tbody>
</table>

Table 3. Invariants for interaction of two solitary waves.

<table>
<thead>
<tr>
<th>( h = \Delta t )</th>
<th>M1</th>
<th>M2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Smaller wave</td>
<td>Larger wave</td>
<td>Smaller wave</td>
</tr>
<tr>
<td>0.2</td>
<td>1.49358</td>
<td>4.37404</td>
</tr>
<tr>
<td>0.10</td>
<td>1.49705</td>
<td>4.47638</td>
</tr>
<tr>
<td>0.05</td>
<td>1.49809</td>
<td>4.49545</td>
</tr>
<tr>
<td>0.02</td>
<td>1.49839</td>
<td>4.49947</td>
</tr>
<tr>
<td>exact</td>
<td>1.5</td>
<td>4.5</td>
</tr>
</tbody>
</table>

Table 4. Amplitudes of larger and smaller waves at \( t = 50 \).
In Table 4, amplitudes of larger and smaller waves at $t = 50$ for both methods are given. While equal space and time steps are decreased from 0.2 to 0.02, the numerical values of the amplitudes for both proposed methods are getting close to the exact values of the amplitudes.

3.3. Wave generation

The wave marker boundary condition

$$u(a, t) = \begin{cases} \frac{U_0}{t}, & 0 \leq t \leq \tau, \\ U_0, & \tau < t < t_0 - \tau, \\ \frac{U_0 t_0 - t}{\tau}, & t_0 - \tau \leq t \leq t_0, \\ 0, & \text{otherwise} \end{cases}$$

and $u(b, t) = \alpha_2 = 0$ are used to generate waves with the RLW equation.

By choosing the parameters as $U_0 = 2$, $\Delta t = 0.1$, $h = 0.4$, $t_0 = 20$, and $\tau = 0.3$ over the region $0 \leq x \leq 260$, the amplitudes of the solitary waves and the conservation constants at time $t = 100$ are listed in Table 5 for comparison of both of the proposed methods with earlier works. Generation of the solitary waves is depicted in Figure 4 for M2. It can be said that five solitary waves are produced by the left-side boundary condition’s effect.

Table 5. Solitary wave amplitude with $U_0 = 2$, $h = 0.4$, $\Delta t = 0.1$, and period of forcing $0 \leq t_0 \leq 20$, $0 \leq x \leq 260$.

<table>
<thead>
<tr>
<th>Time</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>$I_1$</th>
<th>$I_2$</th>
<th>$I_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>100 for</td>
<td>3.75</td>
<td>3.50</td>
<td>3.06</td>
<td>2.34</td>
<td>1.08</td>
<td>78.500</td>
<td>174.7550</td>
<td>885.4053</td>
</tr>
<tr>
<td>M1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>100 for</td>
<td>3.74</td>
<td>3.51</td>
<td>3.06</td>
<td>2.34</td>
<td>1.09</td>
<td>78.6110</td>
<td>175.4408</td>
<td>889.2835</td>
</tr>
<tr>
<td>M2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>100 Ref.</td>
<td>3.68</td>
<td>3.47</td>
<td>3.03</td>
<td>2.32</td>
<td>1.07</td>
<td>78.2589</td>
<td>172.0094</td>
<td>867.7610</td>
</tr>
<tr>
<td>[29]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>100 Ref.</td>
<td>3.76</td>
<td>3.52</td>
<td>3.06</td>
<td>2.33</td>
<td>1.07</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[9]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>100 Ref.</td>
<td>3.77</td>
<td>3.52</td>
<td>3.08</td>
<td>2.38</td>
<td>1.18</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[24]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>100 Ref.</td>
<td>3.76</td>
<td>3.51</td>
<td>3.07</td>
<td>2.31</td>
<td>0.98</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[3]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

4. Conclusion

The Galerkin finite element method based on quartic trigonometric B-splines as weight and trial functions for space discretization and Crank–Nicolson and Simpson’s methods for time discretization have been proposed to get a numerical solution to the RLW equation. According to the time discretization, the first method is of order 2 and the second method is of order 4. The performances of the proposed methods have been examined well by studying three test problems including the propagation of a single solitary wave, interaction of solitary waves, and wave generation. Comparing all the proposed methods with previous studies, M2 gives accurate and reliable results for the numerical solution of the RLW equation.
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Figure 4. Solitary wave produced by boundary forcing of duration $t_0 = 20$ and amplitude $U_0 = 2$ at time $t = 100$, $h = 0.4$, $\Delta t = 0.1$.
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